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ChatGPT OpenAl, a large-language chatbot model, has gained a lot of attention due to its popularity and
impressive performance in many natural language processing tasks. ChatGPT produces superior answers
to a wide range of real-world human questions and generates human-like text. The new OpenAI ChatGPT
technology may have some strengths and weaknesses at this early stage. Users have reported early opinions
about the ChatGPT features, and their feedback is essential to recognize and fix its shortcomings and issues.
This study uses the ChatGPT tweets Arabic dataset to automatically find user opinions and sentiments about
ChatGPT technology. The dataset is preprocessed and labeled using the TextBlob Arabic Python library
into positive, negative, and neutral tweets. Despite extensive works for the English language, languages
like Arabic are less studied regarding tweet analysis. Existing literature about Arabic tweet sentiment
analysis has mainly focused on machine learning and deep learning models. We collected a total of 27,780
unstructured tweets from Twitter using the Tweepy SNscrape Python library using various hash-tags such
as # Chat-GPT, #OpenAl, #Chatbot, Chat-GPT3, and so on. To enhance the model’s performance and reduce
computational complexity, unstructured tweets are converted into structured and normalized forms. Tweets
contain missing values, URL and HTML tags, stop words, punctuation, diacritics, elongations, and numeric
values that have no impact on the model performance; hence, these increase the computational cost. So, these
steps are removed with the help of Python preprocessing libraries to enhance text quality and consistency.
This study adopts Transformer-based models such as RoBERTa, XLNet, and DistilBERT that automatically
classify the tweets. Additionally, a hybrid transformer-based model is proposed to obtain better results. The
proposed hybrid model is developed by combining the hidden outputs of the ROBERTA and BERT models
using a concatenation layer, then adding dense layers with “Relu” activation employed as a hidden layer
to create non-linearity and a “softmax” activation function for multiclass classification. They differ from
existing state-of-the-art models due to the enhanced capabilities of both models in text classification. Hybrid
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models combine the different models to make accurate predictions and reduce bias and enhanced the overall
results, while state-of-the-art models are incapable of making accurate predictions. Experiments show that
the proposed hybrid model achieves 96.02% accuracy, 100% precision on negative tweets, and 99% recall for
neutral tweets. The performance of the proposed model is far better than existing state-of-the-art models.
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1 INTRODUCTION

Chat generative pre-trained transformer (ChatGPT) is a deep learning-based language model,
developed by Open Artificial Intelligence (AI), to create human-like natural texts with amazing
richness and readability [38]. ChatGPT is a variant of the most recent GPT-3 model [20] that was
trained on a massive amount of data and makes predictions relevant to user input text. ChatGPT,
as compared to a traditional chatbot, rejects incorrect queries and responses and recalls what the
user has assumed for follow-up queries. ChatGPT provides complete details, answers, a short de-
scription, a specific response code, and written explanations on complex questions in a chat layout
style. These features attract more users than traditional chatbots. ChatGPT has outperformed other
online platforms in terms of popularity even after a short time of its release. ChatGPT is trained
on a large amount of data; however, it is not fully valid and may sometimes provide misleading or
incorrect information [47]. The ChatGPT model should be used with proper guidance to examine
the results. Users are excited about the ChatGPT model, which works like a human expert. Pre-
vious GPT-3 failed to properly respond to every human query. Therefore, ChatGPT is a stronger
model to answer users’ questions [48].

A study conducted by Gao et al. [26] showed that the abstracts generated by the ChatGPT model
are mostly identifiable both by humans and by an artificial intelligence detector. However, the ways
to identify the abstract are not completely accurate. Furthermore, the authors used a small dataset
for experimentation and a small number of reviewers, so the reviewers misclassified the real and
ChatGPT-generated abstracts. ChatGPT is able to generate abstracts related to any journal or title.
Biswas [12] demonstrates that the ChatGPT model cannot completely replace professional writers
due to an insufficient level of understanding and experience in the medical field. The model’s
generated content may not be fully accurate or may not provide content with assessment.

Haque et al. [31] employed 10,732 Twitter ChatGPT tweets to conduct early sentiment analysis.
The authors extracted important topics from tweets using a Latent Dirichlet allocation (LDA)-
based technique and performed deep sentiment analysis on the extracted topics separately. Exper-
iments show that early users express positive opinions and sentiments about the new artificial
intelligence ChatGPT model and matching topics related to software development, entertainment,
and creativity concerns. The majority of users are excited and impressed with ChatGPT’s perfor-
mance, but some have issues with the misuse of ChatGPT in educational fields such as online
exams and assignments.

Social media platforms such as Twitter, which are mostly utilized by millions of people, create
a large corpus of opinions, emotions, and attitudes. These opinions are written in the form of
140-character texts [14]. These tweets are then utilized for sentiment analysis. The users post on
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a variety of topics relating to business, products, politics, and social events. Users also use social
media to communicate, influence, and inform others about product details, issues, features, and so
on [39]. Social media provides feedback to improve product quality and service, so businessmen
can make changes according to the reviewers’ opinions and feedback.

A large body of work can be found for sentiment analysis in the English language, however,
sentiment analysis using the Arabic language is rather scarce. Sentiment analysis on Arabic tweets
is the most challenging task for social media due to the unstructured and acoustic content of
Arabic. The high number of reviews and feedback from Twitter Arabic language users require
sentiment analysis to make their effective use. Natural language processing (NLP) is a discipline
of artificial intelligence that prepares machine learning models to execute tasks related to human
perspectives [17]. The primary aim of NLP is to automatically extract meaningful information from
large amounts of data that contain different words with the same meanings. It is extremely difficult
for humans to read, understand, and analyze a large number of tweets quickly and accurately.
So, machine learning and deep learning methods can be very helpful to automatically analyze
sentiments. Machine learning has been used for sentiment analysis and classification in different
languages, but the low accuracy and efficacy of models are still a problem for Arabic tweets. So, to
improve the accuracy and performance of sentiment analysis, this study has three main points of
contribution to address these problems:

(1) A novel Transformer-based hybrid model is proposed for Arabic tweet sentiment analysis
that employs bidirectional encoder representations from Transformer (BERT) and
robustly optimized BERT pretraining approach (RoBERTa). The ChatGPT OpenAl-
related tweets dataset is scraped from Twitter. Different preprocessing steps are applied
to unstructured tweets and annotation is carried out into positive, negative, and neutral
sentiments.

(2) Two feature engineering techniques, including a bag of words (BoW) and term frequency-
inverse document frequency (TFIDF), are used for the extraction of key features from
the tweets.

(3) Many machine learning and deep learning models are employed to analyze the robustness of
the proposed model, including K nearest neighbor (KNN), logistic regression, (LR), sup-
port vector machine (SVM), convolutional neural network (CNN), long short-term
memory (LSTM), Bidirectional LSTM (BiLSTM), and gated recurrent unit (GRU).

This article is further organized into four sections. The literature review is described in Section 2,
while the proposed model is discussed in Section 3. Section 4 discusses experimental results and
analysis. Section 5 concludes this study.

2 LITERATURE REVIEW

Sentiment analysis for social media content has become very important during recent years for
opinion mining in various fields and applications [18]. Sentiment analysis is very famous for nu-
merous platforms on the web, including forums, blogs, and e-commerce as well as social networks
namely, Facebook, Twitter, YouTube, LinkedIn, and many more. However, predominantly existing
works focus on sentiment analysis of English tweets.

Arabic sentiment analysis is the most challenging sentiment analysis method due to the rich
morphology of the Arabic language and casual noisy content. The Arabic opinion analysis meth-
ods are attaining more significance due to the increased ratio of comments and feedback from
Arabic users on several platforms [5]. Many researchers have contributed to developing methods
for sentiment analysis and defined the process to detect the sentiment of various languages. More-
over, three types of Arabic are described, such as classical Arabic, which is the language of the
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Quran (Islamic Holy Book), dialectical Arabic (DA), and modern standard Arabic (MSA) [30].
There are three sentiment analysis stages named as the aspect stage, sentence stage, and document
stage. In addition, the usage of these stages is an extremely challenging research field that includes
various complicated tasks. There are a few more interesting topics in this research field, namely,
lexicon creation, subjectivity classification, aspect-level sentiment classification, and opinion spam
detection [41].

Reference [32] performs sentiment analysis on Arabic tweets using deep learning and a troupe
system. Keeping in view the complexity of the Arabic language, the authors investigate various
deep learning models to increase the accuracy of Arabic sentiment classification. The Arabic Sen-
timent Tweets dataset (ASTD) is used for experiments indicating a 64.46% F1 score with a fusion
of CNN and LSTM. In Reference [13], SentiGAN is used to enhance the low-size dataset by gen-
erating a diversity of 12 various DA attained from the MADAR database. Experimental results
demonstrate improved classification results when applying generated dataset.

Similarly, Reference [9] uses a pre-trained GPT2 approach for Arabic corpus. The experimental
results report a 98% accuracy to detect the model-generated synthetic text. In Reference [4], more
investigation is carried out to attain feelings from the Arabic tweets using an attention mechanism.
In addition, the researchers proposed a cross-breed arrangement that combines semantic direction
with an artificial intelligence technique to depict the extremity of Arabic tweets. For this, a lexical
model is used to characterize the tweets in a solo manner, and the static virtual machine model
secures the lexical classifier results. Experimental results show an accuracy of 84.01%. Reference
[6] performs sentiment analysis of 25,000-plus Arabic tweets. To perform sentiment analysis, ap-
proximately 350,000 tweets are collected, of which 25,000-plus are annotated using crowdsourcing.
The majority voting technique is applied for classification, which shows promising results.

Several works have been contributed to the Arabic language, including Arabizi [19], manag-
ing negations [8], and Arabic dialects [3, 23]. The experiments are performed using three built-in
approaches in Rapid miner. The researchers attained encouraging results using this technique.
Similarly, Reference [51] presented a tweets sentiment analysis model (TSAM), which is based
on the lexicon technique. In Reference [2], a technique to detect hate emotions in Arabic tweets
is presented. Five classes of sentiments are used for experiments, including “none,” “racism,” “re-
ligious,” “general,” and “sexism hate” Moreover, the authors performed a comparison with four
deep learning approaches, including CNN+LTSM, LTSM, CNN+GRU, and GRU. Experiments are
performed using a dataset of 11,000 tweets. Results indicate improved results using CNN+LTSM,
which shows a 72% accuracy.

Along the same directions, Reference [1] used a deep learning approach to evaluate reviews
from an Arabic book reviews dataset known as large-scale Arabic book reviews (LABR). The
dataset consists of 16,448 reviews and contains positive and negative classes. The authors employed
LSTM and its different variants using different output and batch sizes. Experimental results show
an accuracy of 82% when the LSTM is used with 50 outputs and a 256 batch size. Similarly, the
authors applied three deep learning models in Reference [15] to perform sentiment analysis on
a 40,000 Arabic tweets dataset. Experimental results report an 88.05% accuracy using LSTM. In
Reference [7], the authors used the discriminant polynomial Naive Bayes (DMNB) technique
using 4-gram stemming, tokenizer, inverse document frequency, and word frequency for sentiment
analysis. Arabic dataset containing 2,000 tweets is used for experiments showing an accuracy of
87.5% with DMNB classifier.

Analysis of the above-discussed research works explores several aspects. First, the number of
research works on Arabic tweet analysis is rather few compared to other languages, especially
English. Second, machine learning and deep learning models are utilized for the most part, and the
transformers model is not studied very well. Third, the reported accuracy is rather low for Arabic
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Fig. 1. Workflow of adopted methodology for Arabic tweets sentiment analysis.

Table 1. Sample of Arabic Tweets Used in This Study
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text sentiment analysis. This study considers these aspects and investigates the use of BERT and
RoBERTa in this regard.

3 MATERIALS AND METHODS

This study presents a sentiment classification approach for Arabic tweets. Figure 1 shows the work-
flow diagram of the adopted methodology. Starting with data collection, it follows the preprocess-
ing, tweets annotation, and oversampling. Later, features are extracted using BoW and TFIDF to
train the models that are tested using the unseen data.

3.1 Arabic Tweets Extraction and Preprocessing

ChatGPT Arabic tweets dataset is extracted from Twitter using key words such as #ChatGPT, Ope-
nAl, Chatbot, and so on, in the Arabic language. Table 1 shows the sample Arabic tweets collected
from Twitter.

The collected tweets are unstructured and contain unnecessary and redundant information. Text
data preprocessing is very important for NLP tasks and is commonly utilized to enhance the ca-
pability and decrease the computational cost of machine learning models. It is used to convert
textual data into a structured format using a variety of tasks. The structured and consistent data
is then utilized by the models for training. Preprocessing has a great impact on the performance
of NLP-related tasks [46]. So, in this study, preprocessing is used to remove HTML tags, URLs,
punctuation, stop words, and so on, from the tweets. The HTML tags and URLs increase the text
length and do not contribute to the model’s training. Similarly, numerical values in the tweets are
removed to reduce computational complexity. A few samples of preprocessed Arabic tweets are
presented in Table 2.
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Table 2. Sample of Preprocessed Arabic Tweets

Preprocessed Arabic Tweets
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Table 3. Preprocessed Sample Tweets Are Taken from the Dataset for
BoW Features

Sentence  uz iy b o LWl S8 e f‘

Sentence-1 1 1 1 1 0 0 0

Sentence-2 0 0 1 1 1 1 1

3.2 Sentiment Analysis

After text preprocessing, sentiment analysis is performed using the TextBlob approach. TextBlob is
a Python natural language toolkit (NLTK) library used to label text data into positive, negative,
and neutral sentiments. It is widely used for speech tagging, language translation, and sentiment
classification. NLTK provides easy access to millions of lexicon resources, and TextBlob can be
used to perform complex operations on text data [29]. TextBlob returns the polarity and subjec-
tivity of a given text. Polarity is between [—1 and 1], where —1 indicates the negative sentiment
and 1 indicates the positive sentiment. Subjectivity refers to 0 and 1 and it identifies the feelings,
emotions, and subjective information rather than the objective perspectives.

3.3 Feature Engineering

Two well-known feature engineering approaches are used in Arabic sentiment analysis to convert
text information into numeric-vector representation. The BoW is used in natural language pro-
cessing and information retrieval technique. The BoW model ignores the grammar and structure
of words and only considers the frequency of words in the document. Training machine learning
models need fixed-length input, so BoW can convert variable length input into fixed length input
for models [40]. Table 3 shows the preprocessed tweets for BowW features.

e Sentence-1= LWl luus” & b ,ug
e Sentence-2= ! f‘ s Cadgl lagus

TFIDF is another well-known and widely utilized feature engineering approach for NLP tasks
[22]. TFIDF is a slight modification of the BoW model and overcomes the limitations faced by the
BoW approach. This approach does not only consider the frequency of words but also the high
and low-level words and their meanings. TFIDF may be calculated with the following equation:
1)

nTD

TF(t,d) = N

where nr,, indicate the number of occurrences of term T in a document D and N(r, p) represents
the total terms in document D. Inverse document-frequency (IDF) can be calculated as

T.D
IDF = log——, (2
np
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Table 4. Hyperparameters Tuning of Machine Learning Models

Model Hyperparameters tuning

LR random_state = 50, solver = “saga”, multi_class = “multinomial”, penalty = “11”
DT random_state = 150, max_depth = 150
RF n_estimators = 50, random_state = 20, max_depth = 50

KNN  n_neighbors =5
SVM kernel = “sigmoid”, C = 4.0, random_state = 50

where T, D shows total documents in the corpus, while np indicates the number-of-documents in
T term. TFIDF can be obtained by multiplying TF and IDF:

TFIDF = (TF).(IDF). 3)

Two important feature engineering techniques (BoW and TFIDF) are utilized in ML models for
certain NLP tasks. These techniques are not applied to the transformer-based Ensemble RoBERTa
and BERT models. Because transformers serve a dual purpose by functioning both as feature extrac-
tors and for classification. There is no need for manual feature engineering for transformer models.
However, in ML, we need extensive feature engineering techniques to extract relevant and impor-
tant features from the tweets. The RoBERTa and BERT ensemble models used Pretrained context-
based word embeddings with attention mechanisms to sustain semantic information and used tok-
enized special text as an input for the BERT model in Arabic text analysis. The BoW and TFIDF do
not support these representations for semantic information. Therefore, we cannot apply BoW and
TFIDF techniques to BERT transformers, because it would lead to the loss of semantic information.
Following are the limitations faced by the BoW approach and TFIDF addresses these limitations:

»

(1) The BoW technique considers only the frequency of a word, and words such as “the,” “is,
or “and” have different frequencies in the vocabulary that do not capture semantic words.
TFIDF considers both frequency and inverse document frequency at the same time to capture
important information.

(2) BoW gives equal importance to all words, but TFIDF gives less importance to common words
and full importance to informative words.

(3) BoW treats both lengthy and short sentences equally. But TFIDF gives importance to each
term separately by balancing the document.

(4) In BoW, a term’s frequency determines its significance, assuming that words with a higher
frequency are more significant. This assumption might not always be accurate. However. this
issue is resolved by TF-IDF, which gives terms a deeper representation of their importance
by scaling them in accordance with their frequency in the document (TF) and rarity in the
corpus (IDF).

3.4 Fine-tuned Machine and Deep Learning Models

This study also uses different machine learning models for sentiment analysis. For this purpose,
SVM, RF, LR, DT, KNN, RNN, CNN, GRU, BERT, RoBERTa, DistilBERT, XLNet, and LSTM are used.
These models are fine-tuned to optimize performance. The hyperparameters tuning of machine
learning models is presented in Table 4.

Support Vector Machine. SVM is employed for classification, regression, and different other
tasks in various research fields. SVM divides the sample data into various classes with a set

ACM Trans. Asian Low-Resour. Lang. Inf. Process., Vol. 22, No. 8, Article 204. Publication date: August 2023.



204:8 M. Mujahid et al.

of hyperplanes in c-dimension space, where c¢ is employed for features [49, 50]. It performs
classification to pick the “best fit” hyperplane that is employed to differentiate among classes. The
model applies a “sigmoid” kernel, which is often used when the database has various features.
The highest speed and better performance with a limited number of samples are the advantages
of SVM. This study uses an SVM classifier with three hyperparameters, namely, “sigmoid” kernel,
C regularization, and a random_state of 50.

Random Forest. RF classifier is a tree-based model and is used to produce specific predictions by
combining many weak learners [45]. In RF, the bagging method is applied where several decision
trees are employed during the training with different bootstrap samples [10]. These bootstrap
samples are derived with sub-sampling of the training dataset using replacement. RF is also known
as the attribute selection model. In ensemble classification, several models are trained and the
results are pooled using a voting process. RF can be defined as

S = modeN1(y), N2(y), ..., Nt(y), (4)
R
S = mode Z(Nt(y)), (5)

r=1
where S is used for final prediction with majority decision trees and modeN1(y), N2(y), ..., Nt(y)
is used for decision trees that take part in the process of production. This study applies RF with
three hyperparameters. The t_estimtrs parameter is used with a value of 50 indicating that RF
generates 20 decision trees. Additionally, the d mx_dpth hyperparameter is applied using 50, which
is used to limit the decision tree to grow to a maximum of 50 levels to reduce the over-fitting and
complexity.

Logistic Regression. LR is a supervised machine learning model, often used for classification
problems [27]. For this, target variables are fixed and LR is used as the first choice of classification.
LR is applied to manage the relationship between independent variables and dependent variables
categorically by estimating probability using a logistic function. The logistic function is a normally
sigmoid curve and can be defined as

u
Y= 1 4 T(k(o-w))” ©)
where T is used for Euler number, v, is the value of the sigmoid mid-point, u is the maximal value
for curve, and k is applied for curve steepness.

LR shows better performance for binary classification and determines the best performance
to classify text [27]. This study uses LR with four hyperparameters to obtain the best results.
Additionally, the “saga” techniques are employed to optimize the results.

Decision Tree. DT has a tree-like structure and is a commonly used model for classification [36].
Using this approach, connection points among the branches signify the conditions for discriminat-
ing, and the leaf nodes show the classification records. At each node, the data is split using a split
criterion, and this process is repeated until the leaf node is reached. This study uses DT with two
hyperparameters maximum depth and random state, which are set as 150 each. The max_depth
hyperparameter limits the decision trees to a maximum 150 level. When we set the max depth
in the range of 10 to 100, it becomes too simple and unable to detect noise or irrelevant features
from the large dataset, resulting in poor generalization performance on new or unseen data. We
can manage the complexity of the tree and minimize the possibility of overfitting by setting the
maximum depth to 150. Also, the random state value 150 was not commonly used in the previous
research; we experimented with setting it to 150 to maintain consistency and handle the order of
random numbers.
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K Nearest Neighbors. KNN classifier is employed to solve the regression and classification prob-
lems [11]. KNN is called the lazy learners, as it uses all the data for training and new samples
are classified based on similarity. The similarity calculation is done using distance measurement
between the new samples and existing class samples and metrics such as Euclidean, Miknowski,
and so on, are used.

Long Short-term Memory. LSTM is an artificial neural network (ANN) that is applied for
classification problems [33]. LSTM has feedback connections. LSTM can process entire sequences
of data. This distinguishing functionality makes LSTM models ideal to process and predicting
the data. Moreover, LSTM is used for several tasks, including robot control, video games, speech
recognition, connected hand-writing recognition, machine translation, and healthcare. LSTM is
capable to forget information or recall information due to its forget gate. It has an output gate,
forget gate, update gate, and input gate. The forget gate is used to determine which information
is thrown away from the cell state

Tr = ¢(Sr.[DF — 1, Pr] + YR), (7)

where Dr is used for the weighted matrix, and Yg is for the bias vector.
Consider Tr is a number from 0 and 1 where 0 is used to forget the value and 1 is used to keep
the value.

AF = ¢(SQ.[DF = l,AF] + YF), (8)
Gr = tanh(S(;.[DF - 1,A] + Yw), (9)
where Sp and Sg represent weighted matrices, and Yr and Yy show the bias vectors.
For the output, Ar and Gr are described.

GF = TF * WF—I + AF * WF, (10)

where T is used for forgetting information. Also, ArGr selects the total number of values that are
for the modification of the cell.

Ap = ¢(Yg.[Dr — 1,Af] + Yg), (11)

Hr = Er * tanh(fr), (12)
where Ag is used for the output state. The new cell state G is multiplied withEp. Moreover, the
tanh function is to achieve Hr, which is the output state of Ag.

Gated Recurrent Unit. The GRU is a recent generation of RNN and works similarly to LSTM.
GRU employs hidden states to transfer information. The update gate and a reset gate are the two
main gates of GRU [28]. The working of the update gate is similar to the input and the forget gate
of an LSTM. The update gate is used to decide which information is to be thrown away and which
information should be kept. However, the reset gate decides how much information needs to be
forgotten from the previous information.

Recurrent Neural Network. RNN model is a class of ANNs used for classification [42].

RNN uses the internal memory to process the variable length classifications of inputs. RNN
has been used for different tasks such as connected hand-writing recognition, speech recognition,
text analysis, and so on. RNN is ideally Turing complete and may run random programs to further
process random input sequences. Due to the internal memory, RNN remembers the previous inputs.
RNN simulates a discrete-time dynamic behavior system that has s_i for the input layer, f_i for
the hidden layer, and h_i for the output layer, while i is used to denote time. The dynamical model
is defined as

ﬁ = R(si’fi—l)a (13)
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Table 5. Architecture and Fine-tuned Hyperparameters of Deep Learning Models

Model Trainable Parameters
CNN 524,195

LSTM 624,819

Embedding layer = (5,000*100)
Loss = categorical_crossentropy
BILSTM 626,787 Optimizer = Adam, Epochs = 25, Batch_size = 64

RNN 533,539
GRU 592,547

ho = RO(f3), (14)
where Rf and RO are described as functions for the state transition and output, respectively.
The above-discussed deep learning models are optimized regarding the structure and hyperpa-
rameters and a complete list of such parameters is given in Table 5.

Bidirectional Encoder Representations from Transformers. BERT model is based on the trans-
former structure [34], especially, BERT contains transformer encoder layers. BERT is a pre-trained
model using language representations, and it has been trained on a large text like Wikipedia. It
can be then applied to other NLP tasks, including sentiment analysis and question-answering. The
model is conceptually easy and empirically more powerful. The BERT model can be fine-tuned us-
ing a few resources like smaller datasets to optimize its performance. Since the pre-training stage
involves extensive computation, fine-tuning part requires fewer computational resources.

Distilled Version of BERT. This model has a similar general architecture to BERT. DistilBERT
model is a fast, small, and light transformer model that is based on the BERT model [44]. Knowledge
distillation is achieved during the pre-training stage to decrease the size of a BERT system by 40%,
despite the reduction in size, the system still retains 97% of its language understanding capabilities
and becomes 60% faster in processing. The researchers introduced a triple loss merging distillation,
language modeling, and cosine-distance losses.

XLNet. XLNet is another well-known and recent model to carry out NLP tasks [43]. The XLNet
combines the latest advances in NLP using innovative choices on how to solve language modeling
issues. Moreover, the XLNet is trained on a huge corpus general language understanding eval-
uation (GLUE) benchmark and can attain state-of-the-art performance for standard NLP tasks. A
modified language model training objective is the main contribution of the XLNet model that is
used to learn the conditional distributions from all possible permutations for the tokens in order.

Robustly Optimized RoBERT Pretrained Approach. RoBERTa is an optimized model on the con-
cept of BERT by modifying the static-mask to a dynamic-mask [37]. RoBERTa model has increased
the input text encoding and is trained with large batch sizes. Dynamic masking is used to pre-
dict masked tokens with various probabilities in RoBERTa. However, BERT applies static masking
where similar tokens are masked with a similar probability. Additionally, RoBERTa is used for more
aggressive data methods, including back translation and sentence breaking and to improve the size
of training data. RoBERTa is trained on more diverse and large-scale datasets that contain a wide
range of text types such as scientific articles and web pages. The parameters for Transformer-based
models are presented in Table 6.

3.5 Building Hybrid Transformer-based Models

BERT and RoBERTa models are transformer-based models, both developed by Google and
Facebook Al research groups, respectively. The hybrid models are designed to address complex
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Table 6. Parameters and Layers Used for Transformer-based Models

RoBERTa Model Parameters XLNET Model Parameters DistilBERT Model Parameters
input_ids 0 input_ids 0 input_ids 0
RoBERTa main layer 124,645,632 TF XLNet Main Layer 116,718,336  TFDistilBert Main layer 66,362,880
Dropout 0 TF operators 0 TF operators 0
Dense 2,307 TFOpLambda 0 Dropout 0
Trainable Parameters 124,647,939 Dropout 0 Dense 2,307
Dense 2,307 Trainable Parameters 66,365,187
Trainable Parameters 116,720,643
BERT Model Parameters RoBERTa+BERT Parameters RoBERTa+DistilBERT Parameters
input_ids 0 input_ids 0 input_ids
TF BERT Main Layer 109,482,240 TF RoBERTa Main Layer 124,645,632 TF RoBERTa Main Layer 124,645,632
Dropout 0 TF BERT Main Layer 109,482,240  TF DistilBERT Main Layer 66,362,880
Dense 49,216 Dropout 0 TF Operators 0
Dense 2,080 Pooled output 0 Dropout 0
Dropout 0 TF.Concate 0 Pooled output 0
Dense 99 Dense 4,611 TF.Concate 0
Trainable Parameters 109,533,635 Trainable Parameters 234,132,483 Dense 4,611
Trainable Parameters 191,013,123

problems and improve the classification results in many NLP tasks [21]. Hybrid models are more
robust, because they are trained on structured as well as unstructured data and perform well on
unseen data. Hybrid models enhance the results of transformer models as compared to single
models.

Hybrid models are built using TensorFlow, Keras, and Transformers libraries and modules.
For this purpose, transformer pre-trained models are loaded, including RoOBERTa and BERT from
transformer libraries. Appropriate tokenizers are used for RoOBERTa and BERT. Then an embed-
ding layer is created for hybrid models using the functional Keras application programming
interface (API). To prevent overfitting and represent the input sequence as a fixed size, dropout
and pooled output layers are used, respectively. After that, the pooled output layers of both
models are concatenated using the “tf.concat” layer. Finally, a dense classification layer is used to
classify the sentiments. For compilation, the “Adam” optimizer is used and the categorical cross-
entropy is used as the loss function. The architecture of the proposed hybrid models is given in
Figure 2.

3.6 Performance Metrics

Performance metrics such as precision, recall, F1 score, and accuracy are used to test the
performance of a model. The model’s evaluation is very critical for getting quality results. To
assess the performance of evaluation metrics, true positive (TP), true negative (TN), false
positive (FP), and false negative (FN) rates are used. TP means the model predicts positive class
accurately, while TN means the model predicts accurately negative class. FP indicates a positive
class predicted incorrectly, whereas FN means a negative class predicted incorrectly. The highest
accuracy rate is 1, and the lowest accuracy rate is 0. The following equations are used to calculate
performance evaluation metrics:

(TP +TN)

Accuracy = , (15)
(TP+ TN + FP + FN)
TP

Precision = ————, (16)

(TP + FP)

TP
Recall = ———— (17)
(TP + FN)
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Fig. 2. Architecture of proposed hybrid models, (a) DistilBERT+RoBERTa and (b) RoBERTa+BERT hybrid
model.

(Recall x precision)

F1 —score =2 X —.
(Recall + precision)

(18)

4 RESULTS AND DISCUSSION

Experimental results of the machine and deep learning models are presented in this section with
BoW and TFIDF features. Also, results from four transformer-based and two hybrid models are
presented for sentiment analysis on ChatGPT Arabic tweets.

4.1 Results with BoW Features

Table 7 depicts the results of machine learning models for Arabic tweet sentiment analysis. Accu-
racy, precision, recall, and F1 score are metrics to assess the results of various models. The macro-
average of all classes is also presented. The LR model attained a 93.84% accuracy and 94% macro
average, which is the highest among all machine learning models. Its performance is followed by
the KNN, which obtains an 89.38% average accuracy for positive, negative, and neutral classes. The
poorest performing model is DT, which attains a 79.80% accuracy.

4.2 Results Using TFIDF Features

Sentiment analysis is also performed using TFIDF features with machine learning models. Table 8
shows that KNN obtains the highest accuracy of 89.81% using TFIDF features, which are followed
by LR with an 87.81% accuracy. Apart from marginal improvement in KNN, the performance of
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Table 7. Performance of Machine Learning Models Using BoW Features

Model Precision Recall F1score Accuracy
positive 93 93 93

LR negative 96 99 98 93.84
neutral 93 89 91
macro avg 94 94 94
positive 90 67 70

DT negative 93 86 89 79.80
neutral 65 86 74
macro avg 83 80 80
positive 92 70 79

RF negative 93 77 84 78.90
neutral 64 90 74
macro avg 83 79 79
positive 92 81 86

KNN negative 98 96 97 89.38
neutral 80 91 85
macro avg 90 89 89
positive 82 81 81

SVM negative 82 91 86 82.41
neutral 83 76 79
macro avg 82 82 82

other models is degraded when used with TFIDF features, as models perform better when used
with BoW features.

Figure 3(a) illustrates the correct and wrong predictions for machine learning models using
BoW features. Using BoW features, LR made 5,214 correct predictions, which is higher than other
models, and only 342 wrong predictions out of 5,556. RF model achieved the highest number of
wrong predictions and the lowest number of correct predictions. DT model made 1,122 wrong and
4,434 correct predictions. Figure 3(b) shows that both LR and KNN models make the highest correct
and lowest wrong predictions. DT model also performs poorly with the lowest correct predictions
using TFIDF features.

4.3 Results of Deep Learning Models

The results of Arabic tweet sentiment analysis using deep learning models are presented in Table 9.
Table 9 shows that LSTM obtains the best performance for Arabic tweets classification with a
94.26%. LSTM is utilized with two layers utilizing 100 and 64 units, one dense 32-unit layer, and
one classification layer. CNN shows a slightly lower performance with an accuracy of 94.06% while
RNN, BiLSTM, and GRU also perform better. Results indicate that deep learning deals efficiently
with large data and performs well. Deep learning models learn complex structures effectively. All
models performed well on the Arabic tweet classification.
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Table 8. Performance of Machine Learning Models Using TFIDF Features

Model Precision Recall F1score Accuracy
positive 89 86 87

LR negative 91 95 93 87.81
neutral 84 82 83
macro avg 88 88 38
positive 91 61 73

DT negative 93 81 87 76.92
neutral 60 88 72
macro avg 82 77 77
positive 92 72 81

RF negative 92 82 87 80.50
neutral 66 87 75
macro avg 83 81 81
positive 96 79 86

KNN  negative 99 94 97 89.81
neutral 78 96 86
macro avg 91 90 90
positive 84 77 80

SVM negative 88 99 93 83.98
neutral 79 75 77
macro avg 84 84 84

LR DT RF KNN SVM LR DT RF KNN SVM
u Total predictions ® Correct Predictions ™ Wrong Predictions m Total predictions ™ Correct Predictions ® Wrong Predictions
(a) (b)

Fig. 3. Graphical representation of confusion matrices for machine learning models using (a) BoW features
and (b) TFIDF features.

The predictions of deep learning models are represented in Figure 4. Figure 4 shows that the
LSTM model makes 5,237 correct predictions, which is the highest among all deep learning models
while the total wrong predictions are 319, which is the lowest compared to other deep learning
predictions. The highest number of wrong predictions is made by the RNN model, which is 367.
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Table 9. Performance of Deep Learning Model for Arabic Tweets

Model Precision Recall F1score Accuracy
positive 93 94 94

CNN negative 97 98 97 94.06
neutral 92 90 91
macro avg 94 94 94
positive 94 95 95

LSTM negative 96 97 97 94.26
neutral 92 91 91
macro avg 94 94 94
positive 91 96 93

RNN negative 96 98 97 93.39
neutral 94 87 90
macro avg 93 93 93
positive 93 94 93

BiLSTM negative 97 97 97 93.48
neutral 91 90 90
macro avg 93 93 93
positive 93 95 94

GRU negative 95 98 96 93.59
neutral 93 88 90
macro avg 94 94 94

N3
-
5
28

m

5,556

5,189
5,556

5,194
5,556

5,237
5,556

5,226

GRU RNN BILSTM LSTM CNN
m Total predictions ™ Correct Predictions ™ Wrong Predictions

Fig. 4. Graphical representation of confusion matrices for deep learning models.

4.4 Results of Transformer-based Models

The results of transformer-based models are represented in Table 10. The RoBERTa model achieved
an overall accuracy of 84.18%, while the achieved precision, recall, and the F1 score are 95%, 90%,
and 92%, respectively. The DistilBERT model achieved better accuracy than RoBERTa and XL-
Net with an 85.08% accuracy, which is the best among all transformer models. The XLNet model
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Table 10. Results of Transformer-based Models

Model Precision Recall F1score Accuracy
positive 87 76 82
negative 97 89 93
BERT: 4.
RoBERTa  utral 68 83 77 5407
macro avg 84 85 84
positive 86 83 85
- negative 98 85 91
DistillBERT .
sUlBERT < cutral 71 83 79 5508
macro avg 85 85 85
positive 60 58 59
negative 78 70 73
XLNet neutral 58 67 62 65.17
macro avg 65 65 65
positive 85 78 81
negative 94 87 90
BERT neutral 72 87 79 83.59
macro avg 84 84 83

Table 11. Results of Transformer-based Hybrid Models

Model Precision Recall F1score Accuracy
positive 99 93 96
- negative 100 96 97
RoBERTa + DistilBERT eutral %0 o8 %3 95.97
macro avg 96 96 96
positive 99 93 96
negative 100 97 98
RoBERTa + BERT neutral 20 99 od 96.02
macro avg 96 96 96

achieved an average accuracy of 65.17%, while the macro average of precision, recall, and F1 score
are low for the XLNet model. The XLNet model does not perform well.

4.5 Results of Proposed Hybrid Transformer-based Models

Table 11 shows the performance analysis of hybrid models. The hybrid model RoBERTa+
DistilBERT achieved an accuracy of 95.97% and a precision of 100% precision for the negative
class. The RoBERTa+BERT hybrid model performs very well, achieving a 96.02% accuracy with a
96% macro average for precision, recall, and F1 score. Its performance is the best among all the
machine learning, deep learning, and transformer-based models employed in this study.

Figure 5(a) shows that the DistillBERT model made 829 wrong predictions, which is the
lowest in terms of other transformers. The XLNet model attained the highest wrong predictions.
Figure 5(b) shows the confusion matrix for the proposed hybrid transformer-based models. It
indicates the significance of the proposed model in terms of correct predictions. The proposed
hybrid model RoBERTa+BERT achieved 5,335 correct predictions and 221 wrong predictions.
Also, the RoOBERTA+DistilBERT hybrid model achieved 5,332 correct and 224 wrong predictions.
Overall, hybrid transformer-based models achieved the best results.
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Fig. 5. Graphical representation of confusion matrices for (a) Transformer-based models and (b) Proposed
hybrid model.

4.6 Training and Testing Curves of Hybrid Transformer-based Models

Training accuracy is used to assess the training performance of a model, and testing accuracy in-
dicates how well the model behaves on testing data after training is done. Training loss is used to
measure the learning process of a model on training data, and testing loss, which is an efficient
evaluation metric, indicates how well a model performs on unseen data. In this study, the categor-
ical cross-entropy loss function is used to train the model for classification. Figure 6(a) shows the
training and testing accuracy of the RoOBERTa+DistilBERT model, where at epoch 1, the training
accuracy is 0.6330, and at epoch 10, it is 98.62. At epoch 7, testing accuracy is 96.08.

Figure 6(b) shows the training loss is at its highest of 0.7719 at epoch 1, and the testing loss is
0.5018. The testing loss is lowest at epoch 5, and at epoch 10, the loss reached 0.1742. Figure 6(c)
shows the training and testing accuracy of the ROBERTa+BERT model, in which training accuracy
is lowest at epoch 1 and after that, it increases along with testing accuracy. Figure 6(d) shows the
training and testing loss of the ROBERTa+BERT model.

4.7 Comparison of Hybrid Transformer Models with State-of-the-art Existing Models

Hybrid transformer-based models are compared with existing state-of-the-art studies in the lit-
erature to prove the significance of the proposed approach. Table 12 illustrates the experimental
results of the proposed hybrid model with state-of-the-art sentiment analysis studies. All exper-
iments described in the literature in Table 12 are performed on Twitter datasets. For example,
Algarni et al. [6] employed Arabic Twitter data for sentiment analysis using deep learning and
attained a 92.8% accuracy with CNN. Similarly, Hassan et al. [2] used a hybrid of CNN and LSTM
to detect hate-speech from the Arabic data with a 75% accuracy. Bayati et al. [1] took an Arabic
book-review dataset in 2020 and applied LSTM deep learning model for sentiment analysis tasks
and reported an accuracy of 82%. Furthermore, Cheng al al. [15] and Salaman et al. [7] utilized
the Twitter dataset for sentiment analysis; however, the obtained results are not very promising.
A study conducted by H. Chouikhi et al. [16] on sentiment analysis of Arabic tweets using an
optimized BERT model achieved 91% accuracy with the proposed Arabic BERT model. However,
other metrics are not utilized to assess the performance of the proposed model, and the accuracy
achieved is not exceptional. Fsih et al. [25] utilized BERT model for Arabic sentiment classifica-
tion. They used a limited dataset and applied augmentation to enhance the dataset samples to
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Fig. 6. Training and testing curves of hybrid transformer-based models: (a) Training and testing accuracy of
RoBERTa + DistilBERT model, (b) Training and testing loss of RoOBERTa + DistilBERT model, (c) Training and
testing accuracy of RoBERTa + BERT model, and (d) Training and testing loss of RoOBERTa + BERT model.

improve the classification performance. With augmented data, authors achieved a 67% improved
F1 score for Arabic tweets. Fawzy et al. [24] used the last four fine-tuned layers of the BERT model,
while others remained frozen and were combined with the CNN classification model, to predict
the sentiments using low-resource Arabic tweets. They performed experiments using three Arabic
Twitter datasets and achieved the highest accuracy of 94%. Another study conducted by Khered
et al. [35] used ensemble MARBERT with hyperparameter optimizations. The dataset is split into
training, development, and testing phases. They ensemble the models in different ways, but how
to ensemble them in different ways is not well explored. Also, the weighted average accuracy score
was achieved by the Ensemble MARBERT model at 74%. Performance comparison in Table 12 indi-
cates that the proposed hybrid transformer-based model achieves the highest accuracy compared
to previous state-of-the-art Arabic tweets sentiment analysis studies.

4.8 Cross-validation Results

We performed cross-validation experiments on ML, DL, and proposed transformer-based models
to evaluate their significance. Table 13 presents the cross-validation accuracy score as well as
the standard deviation. LR achieved the highest cross-validation accuracy of 93.7% and +/- 0.015
standard deviation score. The deep learning LSTM model achieved a 93.12% validation score and
+/— 2.43 standard deviation. The Ensemble RoBRTa+BERT achieved excellent 95.64% validation
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Table 12. Comparison of Hybrid Models with State-of-the art Models

Paper Ref. Methods Dataset used Accuracy Published
[15] LSTM Arabic Twitter data 88% 2019
[1] LSTM Arabic book-reviews  82% 2020
[7] DMNB Arabic Twitter data 87.5% 2020
[2] Hybrid CNN+LSTM Arabic Twitter data 75% 2021
[6] CNN Arabic Twitter data 92.8% 2023
[16] Optimized BERT Arabic Twitter data 91% 2021
[25] BERT Arabic Twitter data 67% 2022
[24] BERT+CNN Arabic Twitter data 94% 2022
[35] MARBERT Arabic Twitter data 74% 2022
This study Hybrid RoOBERTa+BERT Arabic Twitter data 96.02% 2023

Table 13. Cross-validation Results

Model Accuracy (%) Standard Deviation (SD)
LR 93.7 +0.015
DT 79.6 +0.012
RF 77.5 +0.028
KNN 91.01 +0.012
SVM 81.05 +0.022
LSTM 93.12 +2.43
RNN 93.74 +1.14
BILSTM 92.23 +2.42
CNN 93.73 +1.31
GRU 92.79 +1.35
BERT 0.82 +0.01
RoBERTa+BERT 95.64 +0.33
RoBERTa+DistilBERT 95.52 +0.37

accuracy with +/- 0.33 standard deviation. The cross-validation results proved that ensemble
transformer-based models yielded outclass results and showed their significance in Arabic tweets
classification.

4.9 Discussion

Table 7 demonstrates that, using BoW features, LR achieved the maximum overall accuracy (95%)
and RF achieved the lowest (79%) while using TFIDF features; KNN obtained 90% and DT 77%
accuracy overall. The DL models, including LSTM and RNN, attained an overall accuracy of 94%
and 93%, respectively. The single transformer-based models obtained an overall maximum accu-
racy of 85% and minimum accuracy of 65%. The hybrid transformer-based RoOBERTa+BERT model
proposed achieved an overall accuracy of 96%, while ROBERTa+ DistilBERT achieved an overall
accuracy of 95%. Addressing bias and generalizations, hybrid models perform extremely well in
terms of overall accuracy and precision score. The model with the most correct predictions is the
hybrid of RoOBERTa and BERT, which makes 5,335 (96%) correct predictions overall, whereas with
a total of 1,935 incorrect predictions on the test data, the XLNET model stands out as the model
with the highest number of wrong predictions. Using TFIDF features, DT makes 1,282 incorrect
predictions in ML models, while RNN makes 367 incorrect predictions in DL models. Finally,
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Table 14. Statistical T-test Comparison

Independent T-test Paired T-test

Comparison Case

P-Value T P-Value T
RoBERTa + BERT vs. RoBERTa 5.51e-09 47.9 2.02e-05 47.6
RoBERTa + BERT vs. DSTILBERT 2.94e-15 532.8 5.61e-09 732.3
RoBERTa + BERT vs. DSTILBERT 4.83e-09 49.0 1.83e-05 49.3
RoBERTa + BERT vs. CNN 1.69e-11 125.8 2.79e-07 198.9
RoBERTa + BERT vs. LSTM 9.54e-08 29.7 6.50e-05 32.3
RoBERTa + BERT vs. GRU 8.67e-07 20.5 0.00028 19.6
RoBERTa + BERT vs. RNN 9.50e-08 29.7 7.07e-05 31.4
RoBERTa + BERT vs. LR 1.82e-09 57.6 1.66e-05 51.0
RoBERTa + BERT vs. KNN 1.31e-07 28.2 9.74e-05 28.2

results proved that the proposed Hybrid model achieved the most correct predictions in terms of
four performance metrics as compared to other ML, DL, and single transformer-based models.

Transformer-based hybrid models are more robust and reliable in handling noise in the data,
outliers, and generalizations due to large training data, self-attention mechanisms, and the utiliza-
tion of relevant global contextual information. However, ML models do not handle noisy data and
outliers due to their poor generalization performance and hand-crafted features. In contrast to ML,
DL models are better able to handle noisy input and learn complicated hierarchical structures.

According to the experimental results, neutral tweets are more challenging to classify than posi-
tive and negative tweets. The neutral tweets provide general information about any context but do
not provide strong and clear positive or negative statements. Curing and filtering neutral tweets
may be challenging. Proposed transformer-based hybrid models are able to capture nuances in the
language as well as the context to improve the classification accuracy of neutral tweets.

The positive sentiments provide positive opinions, satisfaction, happiness, or preferences about
ChatGPT. Positive sentiments about ChatGPT technology are very helpful to improve its model
behavior, building strong questioning-and-answering Chabot, knowing their strengths, enhancing
the quality of service and meeting the user’s requirements, and providing 24-hour quick service
with flexibility.

Table 14 shows the statistical test performed on Arabic tweet classification. A statistical test is
performed using two types of tests, i-e paired T-test and the independent T-test. We compared our
proposed approach with other approaches to prove its significance. A small p-value demonstrates
that there is very solid evidence against the null hypothesis. If the p-value is less than the signifi-
cance level (p-value < 0.05), then it indicates that the observed difference is statistically important
and the Null Hypothesis can be rejected. In our case, paired T-test results achieved 2.02e-05 small-
est p-value, indicating a significant difference between the two RoBERTa + BERT vs. RoBERTa
models. The proposed method outperforms others by a substantial margin.

4.10 Challenges and Limitations of ChatGPT

The most powerful Al-based model, ChatGPT, is trained on massive data sets using a transformer-
based model to generate human-like text. ChatGPT offers multiple benefits, minimizes the demand
for customer service, and efficiently satisfies customer needs. However, the ChatGPT model has
some limitations that produce erroneous outputs:

e ChatGPT generates incorrect or inaccurate responses with important information missing.
e ChatGPT provides nonsensical replies to specific queries.
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e ChatGPT cannot comprehend extremely intricate sentences and is emotionless in certain
circumstances.

e Another limitation is that it is unsuitable for lengthy content or provides an incomplete
response for lengthy content on time.

e Additionally, it sometimes provides incorrect references to paragraphs that are unavailable
across Google platforms. Additionally, it cannot perform multiple tasks simultaneously.

ChatGPT does not produce or generate creative or original real-world information due to offen-
sive or harmful language biases. It is very challenging when generated responses through ChatGPT
are not according to the user’s expectations or generate information that is not related to the topic
of the user’s input. ChatGPT cannot create up-to-date information and cannot respond to current
scenarios. The biggest challenge is potential security concerns for the ChatGPT model: Hackers
deploy the model architecture with malicious involvements that produce invalid outputs.

4.11 Limitations of Study

This study uses the TextBlob approach for sentiment analysis, which may not be suitable for all
types of text data and languages. It is a lexicon approach that employs pre-built lexicons for sen-
timent analysis, thus unable to capture nuances. Furthermore, TextBlob ignores unknown words
and considers only those words to whom it can assign a polarity score. Sentences containing irony
and sarcasm are ambiguous and may exhibit multipolarity. That is the reason TextBlob does not
yield the best results if the text contains multiple languages.

Valency aware dictionary for sentiment reasoning (VADER) is another popular approach
for sentiment analysis that we intend to explore. Although it may face similar problems, it has more
emphasis on social media and can produce good results for texts containing emojis, punctuation,
and so on.

We intend to utilize embedding-based models for our future work like Flair, which is a pre-
trained model. Unlike TextBlob and VADER, which are rule-based approaches that ignore the con-
text of a whole sentence, Flair can determine the sentiment of a sentence. Although Flair is much
slower as compared to rule-based approaches, it can provide higher accuracy.

5 CONCLUSIONS

Sentiment analysis of tweets provides valuable feedback from the users to improve the quality of
products and services. This study provides a hybrid model for analyzing tweets regarding Chat-
GPT, which gained remarkable attention lately. However, unlike English tweets for which a large
body of works already exists, this study uses Arabic tweets, which is very less studied, as do the
transformer-based models for sentiment analysis. The proposed hybrid model comprises RoBERTa
and BERT, and extensive experiments are performed to evaluate its performance against machine
learning and deep learning models, as well as transformer-based models and existing state-of-
the-art models for Arabic tweets analysis. Results indicate superior performance of the proposed
approach compared to other models with an accuracy of 96.02%. Experiments show that hybrid
transformer-based achieved far better results than other single transformer and machine learning
models. In the future, we intend to increase the size of the gathered dataset and utilize advanced
hybrid approaches to further improve the accuracy of sentiment analysis.
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