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Abstract
The fake job posting has emerged as an alarming cyber-crime during the last few years
which affects both job seekers and companies alike. Fraudulent companies and individuals
lure job-seekers using multifarious methods on digital media platforms. Although several
machine learning-based approaches exist for the automatic detection of fake job posts, they
lack high accuracy and show skewed performance on imbalanced data. In addition, the
influence of feature selection is not very well studied. This study overcomes these limita-
tions using selective features through Chi-square and principal component analysis (PCA).
The influence of dataset imbalance is also investigated through the synthetic minority over-
sampling technique (SMOTE). The performance of the proposed model is compared with
individual machine learning models, as well as, existing state-of-the-art models. Results
indicate that using SMOTE with Chi-square-based selective features yields the best results
with a 0.99 accuracy using the proposed model. K-fold cross-validation further corroborates
these results.

Keywords Fake job posts detection · Principal component analysis · Feature selection ·
Text classification

1 Introduction

The fake job posting has emerged as one of the major cyber-crimes which is drastically
increased in recent years. Fake job posting affects job-seekers and companies and causes
tension, depression, and frustration among individuals and a bad reputation for companies.
Fraudulent individuals and companies attract job-seekers through different lucrative meth-
ods on digital media platforms. With the wide availability of online content, online job
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posting and job application have become extremely easy for companies and candidates,
respectively. However, With this evolution of the internet and the advancement of web tech-
nologies, anyone can post online without any restriction. Unlike traditional media with more
diverse catalytic effects, social media has been used for posting both real and fake jobs [25].

During the past few years, numerous organizations opted for online platforms for a job
posting and candidate selection due to the ease of the recruitment process, wide coverage of
online media, and simple process of job application [10]. However, the online job posting
is not without demerits and can be leveraged by scammers and fraudulent companies who
take benefit from the cost of both individuals and companies. Especially, during the Covid-
19 era when a large population experienced job loss, luring people for jobs has become an
easy task [9]. This provides a great opportunity for scammers to extort money, as well as,
the personal information of individuals that apply online. The content used to post the fake
job is crafted well to make the information believable which either convinces the job seeker
or makes them confused. Consequently, over the past few years, the number of victims of
fake job postings has been increasing drastically, and fake job posting has become an issue
of great concern.

Cybercrimes pose a real threat to the security of both individuals and organizations [37].
In 2012, about 600 resumes were received by a job seeker in a single day to recognize his
competitor on Craigslist after posting a fraudulent job post. According to [44] reports that
approximately 60% of online posted jobs are fake. However, only 48% of job seekers are
mindful of these kinds of scams while looking for new opportunities. Furthermore, around
7% of online job application candidates have been victims of these scams even after knowl-
edge of these scams. Similarly, according to CNBC, employment fraud in 2018 doubled as
compared to 2017. So fake job posting has become a matter of significant importance and
devising automatic models for identifying fake job posts is not a trivial job for several rea-
sons. Text classification is a challenging task, from both theoretical and empirical points of
view [2]. Often, classification has to be performed on a highly imbalanced dataset which
makes this process difficult and accuracy degraded. Selecting the proper data structure for
the representation of a document is yet another problem. Similarly, the selection of a suitable
objective function to overcome the problem of overfitting due to imbalanced data poses an
extra challenge. The objective function is also important regarding generalization. It is also
important to deal with the high dimensionality of feature space to optimize the performance
of a selected algorithm.

Machine learning models have proven their importance in several fields including
image processing, prediction, text analysis, text classification, sentiment analysis, etc.
[7, 11, 12, 22]. This study worked on the fake job posting detection from online platforms
which is significant because it can prevent lots of scams and frauds from the internet world.
Lots of scammers are looting money from people by posting fake job ads. We proposed
an approach to detect fake job postings to avoid people from such scams. Our approach
automatically predicts whether a post is real or fraudulent using its description and other fea-
tures. The proposed approach works in three steps. First, feature engineering is performed
to select the best features from input features. These important features help to train models
effectively which increases the accuracy of models. Second, the problem of the imbalanced
dataset is handled to reduce the model’s overfitting problem. The target ratio is unequal
in the dataset and we resolve this problem using SMOTE technique which generates data
artificially to equal the number of samples of different classes. Third, an ensemble model
is proposed to obtain higher performance for fake job postings. The ensemble model uses
majority voting criteria. In a nutshell, this study makes the following main contributions.
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– An ensemble model is proposed to obtain higher prediction accuracy for fake job post-
ings from online platforms. For this purpose, three models logistic regression (LR),
random forest (RF), and extra tree classifier (ETC) are combined under the hard voting
criterion.

– The impact of dataset imbalance is investigated regarding the accuracy, precision,
recall, and F1 score. In addition, the efficacy of using the synthetic minority oversam-
pling technique (SMOTE) for data balance and its influence on classification accuracy
is studied.

– The role of selective features is analyzed using extensive experiments without and with
selective features with the Chi-square and principal component analysis (PCA) meth-
ods. Term frequency-inverse document frequency (TF-IDF) is utilized as the feature
extraction approach for experiments.

– Performance analysis of the proposed model is carried out in comparison to several
individual machine learning models including RF, ETC, LR, k-nearest neighbor (k-
NN), and Naive Bayes (NB). In addition, performance is compared to existing state-of-
the-art studies.

The rest of the paper is organized as follows. Section 2 describes research papers related
to the current study. The proposed methodology, the dataset used for experiments, and
machine learning classifiers are presented in Section 3. Results and discussions are provided
in Section 4 while Section 5 concludes this study with limitations and probable future work.

2 Related work

Due to the importance of fake jobs post-identification, several studies have presented models
based on machine learning. For example, study [45] analyzed an employment scam on the
EMSCAD dataset by applying text mining and different machine learning algorithms such
as ZeroR, OneR, NB, J48 DTs, RF, and LR and attained an accuracy of 90.6%. Similarly,
the authors used J48 DT, JRip, and NB for the same task in [28]. A feature space is designed
to utilize these machine learning algorithms to classify fake and real jobs. A well-structured
feature space has different feature classes that make it easy and manageable and improves
the accuracy, precision, and recall of the classification system. Study [13] introduced a
semantic method using similarity measures and wordnet ontology to decrease the number of
extracted features. For calculating the similarity measures, a path length measure has been
chosen which reduces the time and space complexity. The proposed approach achieves an
accuracy of 90% with the reduction of feature space.

An ensemble model is proposed in [41] that uses LR, SVM, and NB to make the final
classification. These classifiers are combined into a complex model by considering the prob-
ability of each class from these classifiers. The ensemble model achieves an accuracy of
0.79 on the misogynistic tweets dataset. Along the same lines, [3] introduced an ensem-
ble approach to detect online recruitment frauds. In the proposed model, SVM is used as a
feature selection method while RF is trained on the extracted features. The ensemble classi-
fiers show better performance than individual classifiers with an accuracy score of 0.9741.
Similarly, [24] developed an ensemble of LR and RF for fake job post prediction. Exper-
imental results on the EMSCAD dataset indicate 95.4% and 94.4% for accuracy and F1
score, respectively.

Machine learning models have been utilized for different applications and proved to show
promising results. For example, [6] uses CNN and LSTM for citywide traffic prediction.
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Ali et al. [4] adds spatiotemporal patterns to enhance traffic flow prediction using neural
networks. Similarly, [5, 8] also employs hybrid machine learning approaches and obtains
better results. The performance of different machine learning classifiers is investigated in
[16] to detect fake job posts. The k-NN, NB, multilayer perceptron, DT, RF, AdaBoost,
and gradient boosting are tested with the highest accuracy of 98.27%. For the fake job text
classification problem, [29] used different classifiers such as k-NN, DT, SVM, RF, and
MNB. The reported accuracy is 98.2% which is achieved when TF-IDF is used for feature
extraction. A recent study [17] used an ensembled approach for fake news classification.
By applying DT, ETC, and RF classifiers on the liar and ISOT datasets, testing accuracy of
100% and 44.15% are achieved, respectively. The study [40] used Microsoft azure machine
learning studio and designed a model in which two-class boosted DT and two-class decision
forest algorithms were used. Results show that the two-class boosted DT performed better
as compared to the other algorithms concerning the accuracy, precision, recall, and F1 score.

Besides machine learning classifiers, deep learning models have also been utilized such
as [36]. The study used deep learning, as well as, machine learning approaches for detecting
fake news on Facebook. A bidirectional GRU and bidirectional LSTM are used which yields
an accuracy of 99.4%. Deep learning models show better results than machine learning
models. In the same way, the authors propose a fake news detection model in [27]. The
authors show that the sentiments of tweets are important for the identification of legitimate
and fake news. The model comprises natural language processing, machine learning, and
deep learning approaches along with Apache spark. Using RF for the said task, a 79%
accuracy can be achieved.

The study [10] proposed an approach for fake job posting prediction. They used machine
learning techniques and methods. They used TF-IDF features with the ADASYN re-
sampling technique to achieve significant 99.9% accuracy using the ETC model. The study
[15] proposed an approach for fake job posting using SVM models and TF-IDF features.
They achieved a significant 97.6 accuracy score. Another study [42], also proposed an
approach for the classification of fake job postings and they deployed state of the arts arti-
ficial neural networks (ANN) and random forest (RF). RF achieved a significant 95.2%
accuracy score in study [42].

Despite the results reported in the above-discussed research works, these approaches lack
in several aspects. First of all, several of the approaches where high accuracy is reported to
use highly imbalanced datasets such as [3, 24]. As a result, there is a high difference in the
reported accuracy and F1 scores which shows the model overfitting. The results of these
approaches can not be generalized. Secondly, many approaches focus on fake news detec-
tion which may and may not contain fake job news. Thirdly, the impact of using selective
features for fake jobs posts identification is not been extensively studied. Similarly, the per-
formance of many well-known machine learning classifiers is not studied very well and the
performance of ensemble and individual classifiers is not compared. The feature engineer-
ing part is also not investigated well. Empirical results from the existing literature indicate
the superior performance of ensemble models for text classification. Keeping in view these
results, this study considers the ensemble model for fake job post-detection. However, in
addition, we adopt the use of SMOTE which balances the dataset and reduces the proba-
bility of model overfitting. In this regard, this study utilizes both individual and ensemble
classifiers with and without selective features to analyze their performance for the task at
hand. A summary of the discussed literature on fake job postings is presented in Table 1.
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3 Material andmethods

3.1 Data collection

Experiments are performed on the ‘Fake JobPosting’ dataset that contains 17,880 job posts
from which 17,014 posts are real while the rest 866 are fake (dataset is available at [14].
Every entry is represented as a group of structured and unstructured data. Figure 1 shows
the distribution of records for real and fake jobs which indicates that the dataset is highly
imbalanced. There are four types of fields in our dataset which are listed below in Table 2.

17014

866
0

2000

4000

6000

8000

10000

12000

14000

16000

18000

Real Fake

sdrocerforeb
muN

Fig. 1 Distribution of records for real and fake job posts

Table 2 List of field types in a fake job posting dataset

Type Name Description

String Title Job ad entry-title.

Location Geographical location.

Salary range Suggested salary like $40,000-$50,000

Department Job related departments like telecommunication.

HTML fragments Company profile Company’s brief description.

Description Details of the job ad.

Requirements Requirement list for job.

Benefits Enlisted Benefits offered by the company.

Binary Company logo True if the company logo exists.

Questions True for screening questions.

Telecommunication True for telecom. Positions.

Fraudulent Classification attributes.

Nominal Required education Doctorate, Bachelor, Master’s Degree, etc.

Required experience Executive, Entry level, Intern, etc.

Employment type Full-type, Part-time, Contract, etc.

Function Function Consulting, Engineering, Research, Sales, etc.

Industry Industry Automotive, IT, Health care, Real estate, etc.
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Dataset
Preprocessing Feature Selection

Chi2 features=400

Splitting Before Resampling

Data
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Data
Resampling

Data
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Testing Set
(Size: 30%)

Model
Training

Trained
Model Evaluation

Fig. 2 The architecture of the proposed framework

3.2 Proposed framework

The main purpose of the proposed methodology is to predict fake job posts using machine
learning algorithms with dataset balancing and selective features. The architecture of the
proposed model is shown in Fig. 2. A preprocessing phase is carried out before feature
selection with Chi-2. For training and testing, two courses of action are followed where
‘splitting before sampling’ and ‘sampling before splitting’ are performed. The objective of
this strategy is to analyze the influence of using SMOTE before and after the train-test split.
The dataset contains data related to two classes; ‘real’ job posts and ‘fake’ job posts where
the ‘real’ class has a higher number of records which makes the dataset highly imbalanced.
Machine learning algorithms tend to fit toward the majority class which leads to overfitting.
Consequently, for the minor class, the number of correct predictions is low than in the major
class. To resolve this issue, data balance is one of the potential approaches used today.
Several approaches are available for data resampling; this study utilizes SMOTE. The steps
of the proposed framework are discussed in the following sections.

3.3 Preprocessing

Data preprocessing is the first step in fake jobs posts prediction. In this step, the text is
cleaned with meaningless information that is not suitable for training the classification algo-
rithms [35]. It involves removing special characters, numbers, multiple spaces, punctuation
marks, and non-English words. Similarly, stop word removal is also part of preprocessing.
Stemming and converting to lowercase techniques are applied to remove uncertainty in the
feature set

– Removing special characters, numbers, and punctuation: In this step remove all kinds
of characters numbers, and punctuation marks using the regular expression in Python
language. These features are not important in text data to train machine learning models
[10].

– Removing Stopwords: Stopwords are part of the text to make the text significant but
didn’t contain too much information so are not good to use for machine learning model
training. We remove stopwords using the NLTK library.

– Concert to lowercase: This step will convert each character into lowercase which will
help to reduce the feature set size and improve the feature weightage. For explain, Go
and go are the same words but because of differences in case but are separate features
with low weightage. Conversion to the lowercase will convert both of them to go so
both can be taken as a single feature with more weightage [33].
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– Stemming: Stemming convert each word in the text to its root form so uncertainty in the
feature set can be controlled. For example, the words, like go and gone will be converted
into its root for go. We have done stemming using the PorterStemmer library [20].

3.4 Feature extraction

We used the TF-IDF feature extraction technique and feature selection techniques including
Chi2 and PCA. TF-IDF is the predominantly used feature extraction technique for text anal-
ysis. TF-IDF maps text data into a numerical form which can be directly fed into machine
learning models for training. All features are not equally important and the use of selective
features often proves more fruitful to obtain high performance. For feature selection, this
study adopts Chi2 and PCA which are the most widely used approaches for the text analysis
domain. Chi2 and PCA are used to select the most important features from the data. First,
the TF-IDF features are extracted, and later Chi2 and PCA are applied to select the most
important features for training machine learning models, as shown in Fig. 3.

3.4.1 TF-IDF

TF-IDF is one of the most commonly used approaches for text classification. It converts the
entire document into an appropriate representation of weights [46]. For calculated TF-IDF
for a word in a document, two different metrics are multiplied including TF and IDF.

TF is an estimation of how often a term occurs in a given document. The main purpose
for using it is that the words that occur repeatedly are more significant than the words that
rarely occur. TF is calculated as

tf (t, d) = count of t in d

no. of words in d
(1)

where t , and d shows the term(word) and document for which tf is calculated.
IDF is the calculation of how significant a term is by taking the total number of docu-

ments and dividing it by the number of documents in which the term occurs. Contrary to

Dataset
TF-IDF

F1

F2

F3

F4

....

F83795

Chi-2

F1

F2

F3

F4

....

F400

Fig. 3 Feature extraction and feature selection
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TF which gives higher weight to the most frequent words, IDF considers rare words more
important. It can be calculated using

idf (t) = N

df
(2)

where N shows the count of the corpus, while df is the document frequency of term t and
it shows how many times t has appeared in the set of documents.

Using TF and IDF, TF-IDF can be computed

T F − IDF(t, d) = tf (t, d) × log(
N

df + 1
) (3)

Contrary to TF-IDF, BoW is a simple yet effective feature technique. Also known as
count-vector, it transforms arbitrary text into fixed-length vectors that contain words and
their occurrence. For making vectors, it determines a vocabulary where all words that
appeared in the text are gathered. In the vector, each word and its frequency are counted.
BoW maintains the order for words’ appearance in the text [49].

3.4.2 Chi-2

The objective of feature selection is to choose an optimal set of features from the original
dataset to achieve optimal results. It is used to remove features that do not contribute or have
smaller contributions in the classification process. By eliminating the redundant and irrel-
evant/less contributing features, it reduces the dimensionality of the feature vector. It also
avoids overfitting and helps in reducing storage requirements. Generally, the feature selec-
tion method consists of four steps; feature subset generation, subset evaluation, stopping
criterion, and result from validation. This study uses Ch2 for feature selection.

Chi-2 is one of the most popular and frequently used filter-based feature selection meth-
ods. It is a supervised method used for selecting features from a categorical dataset. It ranks
the features concerning their importance which is further used to reduce the number of
features by removing the features with low ranks.

In statistics, the Chi-square test is used to examine the independence of two events. The
events are supposed to be independent if:

p(X, Y ) = p(X)p(Y ) (4)

In-text feature selection, these two events are correlated with the occurrence of a specific
term and a class, respectively. Chi-2 can be calculated using

Chi − 2(t, C) =
∑

t∈0,1

∑

C∈0,1

(Nt , C − Et , C)2

(Et , C)
(5)

Here, E represents the expected frequency and N is the observed frequency for both C

and t . Chi-2 is an evaluation of how much-observed count N and expected count deviate
from each other. The high value of Chi-2 shows that the hypothesis of independence is not
correct. For individual classes, the Chi-2 value of a term is calculated which is then glob-
alized all over the classes in two different ways. The first way is to calculate the weighted
average score and the second way is to select the highest score between all classes. In this
work, a prior approach is selected to globalize the Chi-2 value for all classes.

∑
P(Ci).Chi − 2(t, Ci) (6)
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3.5 Synthetic minority oversampling technique

SMOTE is an oversampling technique, used to increase the number of minority class sam-
ples by randomly copying the samples of the minority to balance the minority and majority
classes. SMOTE is considered one of the efficient approaches that are widely applied. It pro-
duces a synthetic training model for minority class using linear interpolation [47]. For each
minority class sample, k number of nearest neighbors is selected randomly and synthetic
training models are generated. The data is reconstructed after the process of oversampling
which can be later used with different classification techniques. SMOTE follows these steps
to oversample data.

Step 1: From the dataset, the total number of majority (i.e., ‘Real’ class of the dataset)
and minority (i.e., ‘Fake’ class of the dataset) are captured, respectively. Then the threshold
value dth is presented for the maximum degree of class imbalance. The total number of
synthetic samples to be generated is, G = (Real − Fake) × β, where β = (Fake/Real).

Step 2: For every minority sample xi , k-NNs are obtained using Euclidean distance. Next
ratio ri is calculated using Δi/k which is normalized using rx ≤ ri/

∑
ri .

Step 3: Later, the total synthetic samples for each xi are generated using gi = rx × G.
The process is iterated from 1 to gi to generate samples.

We used the re-sampling technique to make the dataset balanced because imbalanced
data models can be overfitted on majority class data which can lead to wrong predictions.
So we used SMOTE to reduce this over-fitting problem.

3.6 Machine learningmodels

This section describes the machine learning classification algorithms which are used for
fake jobs post-identification. For this purpose, five classifiers RF, ETC, LR, k-NN, and NB,
and one hybrid classifier is used in this study (Table 3). A brief description of machine
learning classifiers is given in Table 4. We used machine learning models with several hyper-
parameters settings. These hyper-parameters settings we find using the grid search method
as we tune models between a specific range. All hyper-parameters and their tuning range
are shown in Table 3.

3.7 Ensemble classifier

Finally, the above-mentioned classifiers are combined in a hybrid classifier i.e., classifica-
tion is not based on a single classifier but based on the decision of multiple classifiers (Fig.
4). Hybrid models have a significant contribution to automated predictions [4, 32]. By using

Table 3 Machine learning models hyperparameter settings

Model Hyperparameters Tuning range

ETC n estimators=300, max depth=300 n estimators= {10 to 500}, max depth={50 to 500}
RF n estimators=300, max depth=300 n estimators={10 to 500}, max depth={50 to 500}
LR Solver=liblinear, C=3.0, multi class=ovr Solver={liblinear,saga}, C={1.0 to 5.0}, multi class=ovr

NB Default Setting Default Setting

k-NN n neighbor=5 n neighbor={1 to 10}
Ensemble Voting=Hard, Models=ETC, RF, LR Voting=Hard, Soft Models=ETC, RF, LR
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Fig. 4 Hard voting method used in the hybrid model

this approach, we can eliminate the weakness of different classifiers while utilizing their
strengths in classification. Typically, this provides better accuracy and robust classification
performance. In the current work, the classification is done using hard voting (majority
vote), in which each classifier had one vote. The implementation of all classifiers is done
using the Sci-kit library [19].

In this study, we combined the three best performers of this study which are LR, RF, and
ETC under majority voting criteria. The combination of two tree-based models and a linear
model LR helps to create a strong ensemble model. We used hard voting criteria (majority
voting) which makes a final prediction by taking votes from each model.

3.8 Performancemeasures

To evaluate the performance of machine learning models, accuracy, recall, F1-score, and
precision are used and their brief description is provided in Table 5. To calculate these
measures confusion matrix is used which consists of four terms that are explained in Table 6.

True positive (TP) are observations that are classified correctly in the positive class, and
true negative (TN) are observations that are classified correctly in the negative class. False-
positive (FP) refers to samples of negative class incorrectly classified as positive while a
false negative (FN) indicates samples of positive class incorrectly classified as negative.

4 Results and discussion

This section contains the results and discussion of machine learning classifiers. Experiments
are performed on Jupyter notebook with Python using pandas, NumPy, and Scikit-learn
libraries.

4.1 Results on original dataset

Initially, machine learning classifiers are applied to the original dataset without oversam-
pling. ETC, RF, and hybrid models performed way better than other models. With ETC,
the highest accuracy of 97.33% is achieved while RF and Hybrid models achieved 97.22%
and 97.14% accuracy, respectively. In terms of F1-score, ETC achieved 0.81 while RF and
hybrid model achieved an F1-score of 0.80 each as shown in Table 7. Despite the high classi-
fication accuracy for ETC, RF, and hybrid models, accuracy is no longer a proper evaluation
metric. Due to the highly imbalanced dataset, machine learning models show a biased atti-
tude towards the samples of the majority class and experience an overfit. Consequently, a
large gap between theaccuracy and F1 score is observed.
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Table 6 Definition of TP, FP,
TN, and FN in a confusion matrix Predicted As Positive Predicted As Negative

Actual Positive TP FN

Actual Negative FP TN

Table 7 Machine learning
performance on the original
dataset

Models Accuracy Precision Recall F1 AUC

ETC 97.33 0.99 0.74 0.81 0.73

RF 97.22 0.99 0.73 0.80 0.72

LR 96.14 0.91 0.64 0.70 0.64

NB 86.18 0.56 0.65 0.58 0.64

k-NN 97.09 0.88 0.79 0.83 0.78

Ensemble 97.14 0.99 0.72 0.80 0.71

The confusion matrix for classifiers is given in Table 8 which shows the number of
correct predictions (CP) and wrong predictions (WP), in addition to, TP, TN, FP, and FN.
ETC, RF, and hybrid models each have the highest number of TP, i.e., 5,093 while the
highest TN is from ETC. As a result, ETC has the highest CP which is 5,221, and the lowest
number of WP which is 143. NB shows the worst performance with only 4,623 CP and 741
WP. The performance of the hybrid model is 2nd to ETC with 5,211 CP and 153 WP.

4.2 Performance of classifiers on original dataset with Chi-2

In this approach, machine learning classifiers are trained on selective features using Chi-
2. For this purpose, the 400 best features from the data are selected to train the classifiers.
Results show that the performance of machine learning models has slightly improved
concerning accuracy and F1-score. ETC achieved the highest accuracy of 97.78% which
is slightly better than its 97.33% without Chi-2. On the other hand, its F1 score has
substantially improved from 0.81 to 0.85 when used with Chi-2 features as shown in Table 9.

The confusion matrix given in Table 10 indicates that the number of CP has been
improved as well. ETC has 5245 correct predictions than 5221 without Chi-2 and the num-
ber of wrong predictions has been reduced to 119 from 143. Similarly, the performance of
other classifiers has been enhanced. The worst performance is still by NB with 724 wrong
predictions.

Table 8 Confusion matrix for
original dataset Models TP TN FP FN CP WP

ETC 5,093 128 143 0 5,221 143

RF 5,093 122 149 0 5,125 149

LR 5,080 77 194 13 5,157 207

NB 4,512 111 160 581 4,623 741

k-NN 5,049 159 112 44 5,208 156

Ensemble 5,093 118 153 0 5,211 153
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Table 9 Performance of machine
learning classifiers using Chi-2
on the original dataset

Models Accuracy Precision Recall F1 AUC

ETC 97.78 0.99 0.78 0.85 0.78

RF 97.61 0.99 0.76 0.84 0.76

LR 96.43 0.93 0.67 0.74 0.66

NB 86.50 0.57 0.65 0.58 0.65

k-NN 97.11 0.88 0.79 0.83 0.78

Ensemble 97.44 0.99 0.75 0.82 0.74

Table 10 Confusion matrix of
machine learning classifiers using
Chi-2 on the original dataset

Models TP TN FP FN CP WP

ETC 5,093 128 143 0 5,221 143

RF 5,093 122 149 0 5,125 149

LR 5,080 77 194 13 5,157 207

NB 4,512 111 160 581 4,623 741

k-NN 5,049 159 112 44 5,208 156

Ensemble 5,093 118 153 0 5,211 153

4.3 Results using resampled dataset before splitting

In this approach, an oversampling technique SMOTE is used before splitting the data into
training and testing. It increases the sample size which helps to improve the learning perfor-
mance of the models. The results shown in Table 11 suggest that the ETC, RF, and hybrid
model has significant performance improvement with the highest accuracy of 99.53%,
99.44%, and 98.88%, respectively. F1-score reaches 1 with ETC and 0.99 with RF and
hybrid model.

From the above-mentioned results and the confusion matrix, as shown in Table 12, it can
be seen that using the proposed framework, ETC performs best when trained on re-sampled
data. Out of 10209 total predictions, ETC makes the highest number of correct predictions,
i.e., 10162, and the lowest number of wrong predictions at only 47. RF also performs well
with 10152 correct and 57 wrong predictions.

Table 11 Results of machine
learning classifiers on the
resampled dataset before splitting

Models Accuracy Precision Recall F1 AUC

ETC 0.9953 1.00 1.00 1.00 0.99

RF 0.9944 0.99 0.99 0.99 0.99

LR 0.8380 0.84 0.84 0.84 0.83

NB 0.7051 0.71 0.71 0.71 0.70

k-NN 0.9591 0.96 0.96 0.96 0.95

Ensemble 0.9888 0.99 0.99 0.99 0.98
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Table 12 Confusion matrix for
resampled dataset before splitting Models TP TN FP FN CP WP

ETC 5,072 5090 14 33 10,162 47

RF 5,074 5078 26 31 10,152 57

LR 4,259 4297 807 846 8,556 1653

NB 3,660 3539 1565 1445 7,199 3010

k-NN 4,713 5079 25 392 9,792 417

Ensemble 5,006 5089 15 99 10,095 114

4.4 Performance using Chi-2 on re-sampled dataset before splitting

Additional experiments are performed using Chi-2 on the re-sampled dataset to improve the
performance of the models. For this purpose, the best 400 features are selected, then data is
split into training and testing. Experimental results are given in Table 13. Results indicate
that the performance of the machine learning classifiers has been slightly improved. The
accuracy of ETC increases from 99.53% to 99.76%. Similarly, the performance of other
classifiers has been improved as well. The ensemble model achieved significant accuracy
with the approach which is 0.999. This significant result is just of ensemble architecture in
which tree-based and linear models perform significantly in combination with each other.

The confusion matrix for these experiments is given in Table 14 which shows that
the number of wrong predictions has decreased when the classifiers are trained on Chi-2
selected features. For example, the number of wrong predictions for ETC, RF, NB, LR, k-
NN, and the hybrid model has been reduced from 47, 57, 1653, 3010, 417, and 114 to 24,
34, 1144, 2276, 387, and 18, respectively which shows the significance of Chi-2 feature
selection method. However, these experiments are performed with data resampling before
the train-test data split. As a result, it involves the risk of having similar data samples in
both training and testing datasets which overstate the accuracy of classifiers. Because of this
opinion, additional experiments are performed where the resampling is performed after the
dataset is split into training and test sets.

4.5 Results for re-sampled dataset after train-test split

Following this approach, first, the dataset is divided into training and test sets. Later,
SMOTE is applied only to the training data samples while the testing dataset comprises
the original data samples. Table 15 summarizes the results using the above-stated approach.
Results indicate that the classification accuracy of the machine learning model is degraded
with this approach. ETC achieves the highest accuracy of 97.87%, followed by RF and
hybrid models with accuracy scores of 97.74% and 96.70%, respectively.

Table 13 Results of machine
learning classifiers using Chi-2
on the resampled dataset before
splitting

Models Accuracy Precision Recall F1 AUC

ETC 0.9976 1.00 1.00 1.00 0.99

RF 0.9966 1.00 1.00 1.00 0.99

LR 0.8879 0.89 0.89 0.89 0.88

NB 0.7770 0.78 0.78 0.78 0.77

k-NN 0.9621 0.96 0.96 0.96 0.96

Ensemble 0.9990 0.99 0.99 0.99 0.99
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Table 14 Confusion matrix for
Chi-2 on resampled dataset
before splitting

Models TP TN FP FN CP WP

ETC 5,087 5,098 06 18 10,185 24

RF 5,090 5,085 19 15 10,175 34

LR 4,505 4,560 544 600 9,065 1144

NB 4,059 3,874 1230 1046 7,933 2276

k-NN 4,730 5,092 12 375 9,822 387

Ensemble 5,096 5,095 09 09 10,191 18

Table 15 Results of machine
learning classifiers on resampled
dataset after splitting

Models Accuracy Precision Recall F1 AUC

ETC 0.9787 0.94 0.83 0.87 0.82

RF 0.9774 0.95 0.80 0.86 0.80

LR 0.8199 0.59 0.82 0.61 0.81

NB 0.6866 0.54 0.68 0.49 0.68

k-NN 0.9209 0.68 0.87 0.73 0.87

Ensemble 0.9670 0.82 0.85 0.83 0.84

The confusion matrix shown in Table 16 suggests that the number of wrong predictions
has been increased for all the classifiers using this approach. Despite that ETC, RF, and
hybrid model has the lowest number of wrong predictions with 114, 121, and 177 WP,
respectively.

4.6 Performance of classifiers using Chi-2 on re-sampled dataset after splitting

Table 17 shows the results obtained by using Chi-2 with resampling after the train-test
split. This technique allows for avoiding possible over-fitting while selecting the important
features and also helps to achieve the best accuracy. Consequently, a smaller gap between
accuracy and F1-score is seen in Table 17. ETC achieves the highest accuracy of 98.41%,
as well as, the highest F1 score of 0.91. Similarly, RF and hybrid model achieves 2nd and
3rd best accuracy with scores of 98.32% and 97.46%, respectively.

The confusion matrix shown in Table 18 shows that ETC yields the highest number of
correct predictions which are 5279 out of 5364 with only 85 wrong predictions. The worst
performance is by NB with 4143 correct and 1221 wrong predictions.

We used the PCA feature selection technique in comparison with Chi-2. The perfor-
mance of models is also good with PCA as well as Chi-2. There is little difference in

Table 16 Confusion matrix for
resampled dataset after splitting Models TP TN FP FN CP WP

ETC 5,072 178 93 21 5,250 114

RF 5,077 166 105 16 5,243 121

LR 4,177 221 50 916 4,398 966

NB 3,498 185 86 1595 3,683 1681

k-NN 4,717 223 48 376 4,940 424

Ensemble 4,994 193 78 99 5,187 177
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Table 17 Results of machine
learning classifiers using Chi-2
on resampled dataset after
splitting

Models Accuracy Precision Recall F1 AUC

ETC 0.9841 0.97 0.86 0.91 0.85

RF 0.9832 0.97 0.85 0.90 0.85

LR 0.8711 0.63 0.88 0.67 0.87

NB 0.7723 0.57 0.77 0.56 0.77

k-NN 0.9652 0.69 0.88 0.75 0.88

Ensemble 0.9746 0.86 0.89 0.87 0.89

Table 18 Confusion matrix for
Chi-2 on resampled dataset after
splitting

Models TP TN FP FN CP WP

ETC 5,086 193 78 07 5,279 85

RF 5,082 192 79 11 5,274 90

LR 4,433 240 31 660 4,673 691

NB 3,935 208 63 1158 4,143 1221

k-NN 4,736 227 44 375 4,963 419

Ensemble 5,010 218 53 83 5,228 136

Table 19 Results using PCA-based feature selection

Approach Model Accuracy Precision Recall F1 Score

PCA + Resampling ETC 0.990 0.99 0.99 0.99

RF 0.984 0.98 0.98 0.98

LR 0.980 0.98 0.98 0.98

NB 0.930 0.93 0.93 0.93

k-NN 0.960 0.96 0.96 0.96

HYBRID 0.992 0.99 0.99 0.99

PCA ETC 0.970 0.99 0.73 0.81

RF 0.970 0.99 0.70 0.77

LR 0.970 0.84 0.80 0.82

NB 0.970 0.95 0.68 0.74

k-NN 0.970 0.82 0.94 0.87

HYBRID 0.970 0.84 0.83 0.82

both approaches as in some cases Chi-2 outperforms and with some models, PCA helps to
achieve significant accuracy but has the highest accuracy with the Chi-2 approach which is
0.999. The results of machine learning models using PCA as feature selection are shown in
Table 19.

4.7 Results using different data splitting ratios

We have done experiments with different splitting ratios to show the significance of the pro-
posed approach. We perform experiments with 80:20 and 90:10 ratios. These experiments
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Table 20 Results using 80:20
ratio Model Accuracy Precision Recall F1 Score

ETC 0.992 0.99 0.99 0.99

RF 0.990 0.99 0.99 0.99

LR 0.980 0.98 0.98 0.98

NB 0.942 0.94 0.94 0.94

k-NN 0.941 0.94 0.94 0.94

HYBRID 0.994 0.99 0.99 0.99

Table 21 Results using 90:10
ratio Model Accuracy Precision Recall F1 Score

ETC 0.996 0.99 0.99 0.99

RF 0.991 0.99 0.99 0.99

LR 0.978 0.98 0.98 0.98

NB 0.942 0.94 0.94 0.94

k-NN 0.941 0.94 0.94 0.94

HYBRID 0.996 0.99 0.99 0.99

we only analyzed these with our proposed approach (resampling and Chi-2). Tables 20
and 21 show the results of machine learning models with 80:20 and 90:10 splitting ratios
respectively.

We observe that as we increase the training set size there is little increase in accuracy
scores. The HYBRID model achieved a significant accuracy score of 0.994 with 80:20
splitting ratios. While with a 90:10 splitting ratio, we have 0.996 accuracy which is more
compared to others, this significant improvement in accuracy is because of an increase in
the training set.

4.8 Results of 10-fold cross-validation

We also performed K-Fold cross-validation. The results of K fold cross validation are also
significant as well as the models with train testing methods. HYBRID models achieved a
significant mean accuracy score of 0.99 with a +/-0.01 standard deviation with the proposed
approach. This high accuracy with 10-fold cross-validation shows the significance of our
proposed approach. Similarly ETC is also significant with a 0.99 means accuracy score with
the proposed approach. Table 22 shows the results of 10-fold cross-validation and according
to the results, we can see that only oversampling is not enough to improve the performance
of learning models as feature selection can also help to improve the accuracy. That’s we
combine both Chi-2 and resampling techniques to achieve significant results.

4.9 Comparison with existing studies

Table 23 shows the comparison between the current study and other state-of-the-art
approaches. We have done a comparison with those studies that utilized the same dataset
to evaluate the proposed approach. We find that the majority of the studies did not work
on data balancing which leads models to over-fitting towards the majority class. Our previ-
ous study [10] used the data re-sampling technique, however, two important aspects were
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Table 22 Models results using 10-fold cross-validation

Model Original Chi-2 Oversampled Oversampled + Chi-2

ETC 0.96(+/-0.01) 0.98(+/-0.02) 0.98(+/-0.01) 0.99(+/-0.01)

RF 0.96(+/-0.01) 0.98(+/-0.01) 0.97(+/-0.03) 0.99(+/-0.02)

LR 0.96(+/-0.02) 0.94(+/-0.04) 0.98(+/-0.02) 0.99(+/-0.02)

NB 0.91(+/-0.04) 0.89(+/-0.01) 0.81(+/-0.03) 0.89(+/-0.01)

k-NN 0.95(+/-0.03) 0.94(+/-0.01) 0.85(+/-0.02) 0.95(+/-0.01)

HYBRID 0.96(+/-0.00) 0.99(+/-0.02) 0.98(+/-0.01) 0.99(+/-0.01)

Table 23 Comparison with other state-of-the-art studies

Ref. Year Model Resampling Results

Lal et al. [24] 2019 Ensemble Model - Accuracy: 95.4%

Nasser and Alzaanin et al. [29] 2020 RF - Accuracy: 98.2%

Shibly et al. [40] 2021 Two-class
decision forest

- Accuracy 93.8%,
F1-score: 73%

Amaar et al. [10] 2022 ETC ADASYN (Before
Data Splitting)

Accuracy: 99.9%,
F1 Score: 99%

Chiraratanasopha
and Chay-intre [15]

2022 SVM - Accuracy : 97.6%

Our 2022 HYBRID SMOTE (Before
Data Splitting)

Accuracy: 99.9%,
F1 Score: 99%

2022 ETC SMOTE (After
Data Splitting)

Accuracy: 98.4%,
F1 Score: 85%

ignored. First, the authors did not investigate the role of feature selection. Second, the per-
formance is only validated when data is split after data re-sampling which can cause data
leakage. In the current approach, we have done both experiments. Table 23 shows the com-
parison results of the current study with existing studies which shows that the proposed
ensemble model shows better results.

4.10 Statistical significance test

The proposed approach’s significance is evaluated using the statistical T-test. T-test com-
pared the proposed approach results with other state-of-the-art techniques results as shown
in Table 24. T-test rejects or accepts the null hypothesis (Nh) in output if the compared
results are not statistically significant it accepts the Nh and if they are statically significant
then rejects the Nh and accepts the alternative hypothesis (Ah) [34]. In most of the cases, the
P-value score is less that the alpha value (0.05) which shows that the compared results are
statistically significant. When we compared our proposed approach results with the results
on the original dataset T-test reject Nh in all cases which means the proposed approach
accepted Ah and show statistical significance.
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Table 24 Results for statistical T-test

Scenarios Statistic P-Value Nh

Results using Chi-2 on resampled
dataset before splitting

Ensemble Vs KNN 17.02 1.43 e−07 Reject

Ensemble Vs NB 70.99 1.72 e−12 Reject

Ensemble Vs LR 39.45 1.87 e−10 Reject

Ensemble Vs RF 2.02 0.07 Accept

Ensemble Vs ETC 2.11 0.06 Accept

Results using Chi-2 on resampled
dataset before splitting Vs Results
using Resampled Dataset Before
Splitting

Ensemble Vs KNN 12.77 1.32 e−06 Reject

Ensemble Vs NB 105.84 7.09 e−14 Reject

Ensemble Vs LR 58.28 8.34 e−12 Reject

Ensemble Vs LR 0.50 0.62 Accept

Ensemble Vs LR 1.96 0.08 Accept

Results using Chi-2 on resampled
dataset before splitting Vs Results
on Original Dataset

Ensemble Vs KNN 4.07 0.003 Reject

Ensemble Vs NB 6.25 0.002 Reject

Ensemble Vs LR 3.22 0.012 Reject

Ensemble Vs LR 2.57 0.031 Reject

Ensemble Vs LR 2.57 0.032 Reject

5 Conclusion and future work

This study proposes a framework to evaluate the performance of machine learning classi-
fiers, both individual, as well as, ensemble models to identify fake job posts. Two problems
are investigated in essence including data imbalance and the use of selective features on the
performance of classifiers. Several experiments are performed with the original dataset with
all features and Chi-2 selected features, SMOTE resampled dataset with resampling before
and after the train-test split, and resampled dataset with all and Chi-2 selected features. ETC,
RF, and the ensemble model achieve the best performance regarding the accuracy, preci-
sion, recall, and F1 score. Results indicate that with the imbalanced dataset, a higher gap
between accuracy and F1 score exists which shows models’ overfitting. Data balancing with
SMOTE tend to solve this problem and elevates the performance of the classifiers. Similarly,
the use of selective features with Chi-2 slightly improves the performance, and the num-
ber of wrong predictions is reduced. The sequence of data resampling also influences the
performance where the resampling before the train-test split shows the highest accuracy of
99.53% without Chi-2 features and 99.76% when ETC is used with Chi-2 features. On the
other hand, resampling after the train-test split and only on the training test shows the high-
est accuracy of 97.87% without Chi-2 features and 98.41% when ETC is trained on Chi-2
selected features. Experiments are performed using TF-IDF, Chi-2, and SMOTE only, for
feature extraction, feature selection, and resampling, we intend to utilize more approaches
in the future for performance analysis. The use of deep learning approaches is also under
consideration.
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