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a b s t r a c t

Twitter being among the popular social media platforms, provide peoples’ opinions regarding specific
ideas, products, services, etc. The large amounts of shared data as tweets can help extract users’
sentiment and provide valuable feedback to improve the quality of products and services alike. Similar
to other service industries, the airline industry utilizes such feedback for determining customers’
satisfaction levels and improving the quality of experience where needed. This, of course, requires
accurate sentiments from the user tweets. Existing sentiment analysis models suffer from low accuracy
on account of the contradictions found in the tweet text and the assigned label. From this perspective,
this study proposes a hybrid sentiment analysis approach where the lexicon-based methods are used
with deep learning models to improve sentiment accuracy. Experiments involve analyzing the impact
of TextBlob on the classification accuracy of models as against the original annotations, considering
that the probability of the false annotations cannot be overlooked. Furthermore, the efficacy of TextBlob
against Afinn and VADER (Valence Aware Dictionary for Sentiment Reasoning) is also evaluated.
The CNN (Convolutional Neural Network), LSTM (Long Short-Term Memory), GRU (Gated Recurrent
Unit), and CNN-LSTM are deployed in comparison with state-of-the-art machine learning models.
Additionally, the efficiency and efficacy of TF-IDF (Term Frequency-Inverse Document Frequency) and
BoW (Bag of Words) are also investigated. Results suggest that models perform better when trained
using the TextBlob assigned sentiments as compared to the original sentiments in the dataset. LSTM-
GRU outperforms all models and previous studies with the highest 0.97 accuracy and 0.96 F1 scores.
From machine learning models, the support vector classifier and extra tree classifier achieve the highest
accuracy score of 0.92, with TF-IDF and BoW, respectively. Despite the good performance of the models
using the TextBlob labels, TextBlob-based annotation cannot replace humans. Our stance is that with
humans, bias, error-proneness, and subjectivity cannot be ignored; so we propose that the TextBlob-
annotated labels can be used as assistance for human annotators where human annotators can wet
the TextBlob-annotated dataset.

© 2022 Elsevier B.V. All rights reserved.
1. Introduction

Text mining is an emerging field of data mining, often used
o extract helpful information from raw data. Today, around 2.5
uintillion bytes of data are generated daily [1] advocating the
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950-7051/© 2022 Elsevier B.V. All rights reserved.
importance of text mining as a potential tool to extract mean-
ingful information from such a large amount of data [2,3]. Text
classification has emerged as an important research area, espe-
cially after the inception and explosive growth of social media
platforms like Twitter, Facebook, Linked-In, etc. People share the
information and views on such platforms which are analyzed to
find criticism and appreciation regarding products and services.
The analysis of sentiments using text is called the ‘sentiment
analysis and it has been deployed to extract users’ reactions,
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eviews, opinions, and feedback for a service or product of a
ompany [4]. The extracted sentiments are used to develop and
mprove policies to enhance product penetration and improve
ervices for the customers. The widespread usage of these plat-
orms generates informative data that can help extract meaning-
ul information. In recent years, databases of social media have
ained immense popularity due to their versatility and richness.
The feedback from social media platforms can be used for

oth commercial and industrial purposes. From the commercial
erspective, it helps companies develop policies to gain cus-
omer attraction and revise present policies for increasing the
cceptance of products and elevating the quality of service. For
xample, [5] states that political campaigns are designed and
pdated according to the political reviews as analyzed by the
ata from Twitter. Also, companies can use customers’ sentiments
egarding products for better decision-making to enhance the
uality of products [6]. Industrial purpose, on the other hand,
nvolves using the online reviews of numerous services and prod-
cts to analyze customers’ purchasing trends [7]. For example, [8]
tates that customers are more comfortable buying a product
ith a five-star rating compared to one with a four-star rating.
Similar to other service-providing organizations, the competi-

ion in the airline industry has been on the rise. Airlines aim to
ncrease revenue by improving the offered services, developing
dvanced schemes and policies for upcoming years, and increas-
ng the quality of customer satisfaction. Predominantly, airline
ompanies use conventional customer feedback forms, which are
ot very user-friendly and are time-consuming [9]. Therefore
ocial media platforms like Twitter serve a crucial role in these
nhancements because the customer’s reviews give valuable in-
ights into the products [10,11]. The analysis of such reviews
epends upon the expressions contained in the reviews. These
eviews are high in volume and many experts are required for
lassification and analysis. Several machine learning classifiers
ave been developed to reduce human efforts in the classification
f these reviews. These techniques still need improvements for
ncreasing classification accuracy.

For the most part, existing studies utilize a machine learning
pproach where the annotated data is used for sentiment analysis
nd the focus is on improving the performance of models [12–14].
his study, on the other hand, proposes a novel hybrid method
or sentiment analysis combining machine learning techniques
ith a lexicon-based model called TextBlob. Previously, a few
pproaches and predominantly machine learning models have
een investigated to enhance the accuracy, and the characteristic
f datasets have been overlooked. The probability of the false
nnotations cannot be overlooked as tweets tagged as positive
ay have neutral or positive sentiments instead. Therefore, uti-

izing the machine learning models with such data can influence
he performance of the models negatively. Keeping in view such
resumption, this study investigates the performance of using
extBlob as compared to the original dataset for sentiment anal-
sis. Despite previous efforts to optimize the performance of
he models through hyperparameter settings, model architecture
ptimization, preprocessing pipelines, and feature extraction and
election approaches, the models showed no further improve-
ents or marginal improvements. This inspired us to look into

he aspects related to the dataset. When we inspected the dataset,
e found some inappropriate labels where the assigned labels
re contradictory to the given text. The labels do not corre-
pond to the sentiments given in the text. So, initial experiments
ere performed with a smaller dataset which was labeled us-

ng lexicon-based approaches as the dataset is already manually
abeled. The difference in the performance of machine learn-
ng models inspired us to delve deep and perform an in-depth

nalysis. r

2

This study proposes a framework to perform sentiment anal-
ysis on six US (United States) airline companies. Prior studies
[13,15–17] utilized the same dataset with traditional machine
learning techniques. In comparison, this study additionally adopts
four deep learning models including CNN (Convolutional Neural
Network), LSTM (Long Short-Term Memory), GRU (Gated Recur-
rent Unit), and CNN-LSTM augmented with lexicon-based tech-
nique TextBlob to investigate how the TextBlob method
influences the accuracy of the classification models. Specifically,
we address the following research questions in this study

RQ1: Of the manual annotation and TextBlob annotation, which one
is better and why?

Q2: To what extent can the TextBlob method improve the models’
accuracy for sentiment analysis?

Q3: How efficient the models are when the sentiment analysis is
performed using the TextBlob with respect to other lexicons?

The main contributions of our work include

• A framework is proposed to obtain high classification accu-
racy of sentiment analysis for airline-related tweets using
machine learning and deep learning techniques. For this
purpose, a novel deep learning architecture LSTM-GRU is
contrived that leverages the benefits of LSTM and GRU struc-
tures. The models are combined sequentially in a stack
where LSTM deals with the appropriate patterns from data
and GRU learns from those patterns to make predictions.

• A comprehensive analysis of the text classification problem
is carried out to analyze the accuracy of models when used
with TextBlob annotated data against the sentiments from
the original annotations. In addition, the performance of
VADER (Valence Aware Dictionary and sEntiment Reasoner)
and AFINN is compared with TextBlob. A hybrid annota-
tion approach is additionally investigated where TextBlob,
Vader, and AFINN approaches are combined to analyze their
efficacy for investigating the impact on the classification
accuracy of machine learning and deep learning models.
Annotation approaches are combined under majority voting
criteria.

• Machine learning and deep learning models are analyzed
regarding the performance where TF-IDF and BoW are used
for feature extraction to train the machine learning models.
Results are compared with several recent approaches in text
classification.

The rest of this study is organized into five sections. A few
mportant related studies are discussed in Section 2. A brief de-
cription of machine learning and deep learning models is given
n Section 3 along with the architectural details of the proposed
ethodology. Results are discussed in Section 4 while Section 5
oncludes this study.

. Related work

The sentiment analysis can be categorized into lexicon sen-
iment analysis, machine learning-based sentiment analysis, and
ybrid techniques. The lexicon sentiment analysis relies on the
olarity of words in a given text. A lexicon is a library or a
ictionary, comprising a large number of words that are ranked
ased on their polarity score. Predominantly, people use very
nformal vocabulary in the reviews that are not a part of lexi-
ons. Therefore, experts emphasize the application of alternative
ethods for sentiment detection in the text. This notion gave
ise to the second category of sentimental analysis techniques
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hich utilize machine learning methods. Models are trained on
ample datasets and predictions are made on an unseen dataset
fterward. The sentiment analysis can be formulated as a clas-
ification problem. For example, a document can be represented
sing a feature set [6]. Later, the document can be assigned a label
oncerning its polarity (i.e., neutral, positive, and negative) and
hen changed into a feature matrix.

Text classification holds a great potential to study sentiments,
nd many researchers have explored the progression of sentiment
nalysis by identifying emotions in the scripts [18,19]. Others
ave suggested that sentiment assessment techniques are devised
y studying human reactions to particular experiences [20]. The
se of machine learning practices involving NB (Naïve Bayes),
E (Maximum Entropy), and SVM (Support Vector Machine) for
entiment classification has also been analyzed [21]. For instance,
he study [22] utilized NB, ME, and SVM on the IMDB (Internet
ovie Database), which comprises movie reviews. The method-
logy is assessed using accuracy and recall processes. This study
unctioned as a model for several authors, and the same methods
ave been applied through several domains. Likewise, [23] ana-
yzes sentiments from travelers’ feedback for airline companies.
he authors conclude that the best results can be obtained using
ppropriate features and data over-sampling. Furthermore, the
kewed distribution of the classes discovered mostly in small
atasets is decreased, devoid of over-fitting. The research findings
emonstrate the convincing indication that the recommended
odel has greater classification accuracy when forecasting the

hree classes positive, negative, and neutral. The authors followed
similar methodology in [24] and presented a multiclass senti-
ent classification. The implementation of NB, DTC, radial basis

unction neural network, SVM, and k nearest neighbor is analyzed
ith 10-fold cross-validation.
In addition, [25] utilizes customers’ responses to examine

arious aspects of airline services such as trustworthiness, hap-
iness, etc. The trustworthiness is concluded through airline at-
ributes, such as operational factors, competitive factors, and flyer
rograms. The study determines that the customer’s quality of
ervice is attributed to company repute, staff service, aircraft,
requent flyer program, and reliability. Kumar et al. introduced
novel approach for analyzing the sentiments from tweets [26].
he authors obtained the opinion words which are a mixture of
djectives, adverbs, and verbs, to find the sentiment. The corpus-
ased technique is applied to find the semantics of adjectives
hile the semantics of adverbs and verbs are obtained using
he dictionary-based technique. The sentiment is then deter-
ined using a linear equation by incorporating emotion intensity.
asan et al. [27] presented sentiment analysis applying a machine
earning method. The divergence is observed using SentiWord-
et, TextBlob, and WSD (Word Sense Disambiguation) sentiment
nalyzers.
Pandey et al. [28] proposed a meta-heuristic technique CSK

hich is centered on CS (Cuckoo Search) and K (K means). Since
lustering plays an essential role in analyzing the perspectives
nd sentiments in consumer tweets, the study suggests a tech-
ique to find the optimal cluster head from the Twitter dataset.
esults are promising with improved performance over tradi-
ional models. Several studies focus on emotion identification
rom the dialogues [29,30]. Similarly, [31] captured general se-
antics and structural semantics of words , [32] classified tweet

ext using graph convolutional network, and [33] leveraged the
yntactic dependencies of the sentence. Zhao and Yu [34] pro-
osed a pre-trained model BERT (Bidirectional Encoder Represen-
ations from Transformers) for the use of aspect-based sentiment
nalysis. The study conducted experiments using Chinese univer-
ities’ MOOC (Massive Open Online Courses) platforms to obtain

he embedding vectors of entities in the knowledge base as well

3

as text in a vector space. While Chiong et al. [35] proposed 90
features to investigate the effect of sentiment lexicon to detect
depression using tweets.

It is found that various classifiers have different capabilities for
sentiment classification and different preprocessing techniques
can be used to supplement various classifiers. For instance, the
authors of [36] demonstrated that the choice of an applicable
preprocessing method can provide improved classification re-
sults. The investigation using different preprocessing pipelines
reveals that different preprocessing techniques perform a signif-
icant role in discovering the most delicate classification figures.
In the same manner, several feature extraction practices have
been established to improve classification precision. Text min-
ing has numerous feature extraction techniques, but TF (Term
Frequency), IDF (Inverse Document Frequency), TF-IDF, doc2vec,
and word2vec are among the very frequently utilized feature
extraction techniques [37]. The authors of [38] examined TF,
IDF, and TF-IDF, along with linear classifiers, including LR, SVM,
and perception, with a local language identification system. The
TF-IDF weighting on characteristics confirms to overtake other
practices when utilized with uni-and bi-grams. Likewise, [39]
examined the use of three feature extraction methods with a
neural network for the text analysis. The research indicates that
TF-IDF supports the model to accomplish better precision. For
less significant datasets, the combination of TF-IDF and LSA is
appropriate to obtain comparable precision. For providing a com-
prehensive analytical overview of the discussed results, Table 1
summarizes these works.

3. Materials and methods

In this section, we describe the dataset used for sentiment
analysis and it is visualized for initial analysis. Additionally, the
proposed methodology for sentiment analysis is discussed.

3.1. Proposed approach

Fig. 1 shows the architecture of the methodology followed in
this study. Data collection is the first phase of this study. The data
of six US airlines are collected from Kaggle, containing 14640
tweets. The second phase is data preprocessing, where the data is
cleaned to reach the best performance of the selected classifiers.
In the third phase, we applied the sentiment annotation using the
Textblob library1 which is a lexicon-based method. Data split and
training is carried out in the fourth phase, followed by the feature
engineering phase, which contains TF-IDF and BoW. The sixth
phase involves the use of deep learning and machine learning
algorithms, followed by data prediction. In the last phase, the
performance of the trained models is evaluated.

3.2. Data collection

The Kaggle dataset, which contains tweets for six US air-
lines, is used in this study. The dataset name is ‘twitter-airline-
sentiment’,2 and it includes 14640 tweets where each record
is classified as positive, negative, or neutral accordingly. The
number of samples for each company is shown in Fig. 2.

The number of tweets for each of the six companies is different
and the distribution of positive, negative, and neutral tweets for
each company is shown in Fig. 3. It shows that predominantly,
the number of negative tweets is higher than both neutral and
positive sentiments, and class distribution for US Airways, United
airways, and American airways is highly imbalanced.

1 https://textblob.readthedocs.io/en/dev/.
2 https://www.kaggle.com/crowdflower/twitter-airline-sentiment.

https://textblob.readthedocs.io/en/dev/
https://www.kaggle.com/crowdflower/twitter-airline-sentiment
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Table 1
Summary of the studies discussed in the related work.
Study Year Purpose Approach Data source Dataset Techniques

[23] 2017 Tweet
classification

LS, ML Twitter 14,640 tweets TF-IDF, SMOTE, AB, SVM, NB, RF,
KNN,DT

[24] 2017 Performance of
FS & ML

ML Movie reviews 18,908 reviews DF, CHI, IG, GR, DT,NB, SVM, RBFNN,
KNN

[28] 2017 Sentiment
analysis

CSK Twitter 3965 tweets K-means, cuckoo search

[27] 2018 Tweet
classification

LS, ML Twitter 6250 tweets NB, SVM

[36] 2018 Text analysis &
opinion mining

SentiWordNet,
SenticNet, VS

Twitter 256 tweets VSM, NB, KNN, silhouette coefficient

[38] 2018 ML TOEFL 12,100 essays TF-IDF, SVM, LR, Perceptron

[39] 2019 Text
categorization

ML alio.lt, skelbiu.lt 10,000
advertisements

TF-IDF, LDA, LSA, NN

[13] 2019 ML
performance

ML Twitter 14,640 tweets SVM, DT, ET, GB, LR, FR, SGDC, TF,
TF-IDF, word2vec

[17] 2021 Airlines
sentiment
analysis

ML, DL Twitter 14,640 tweets NB, LG, CNN, BERT, ALBERT, XLNET

[16] 2021 Airlines
emotion
analysis

ML, DL: Twitter 14,640 tweets Meta Data + TF-IDF + Trainable
Embedding

[34] 2021 Aspect–
sentiment
relationship

DL MOOC platform 9123 posts KNEE, CG-BERT, R-GAT+BERT,
BERT+Liner, BERT+SKG

[35] 2021 Depression
detection

ML, DL Twitter 22,191 tweets LR, SVM, DT, MLP, BP, RF, AB, GB

[29] 2022 Dialogues
emotions

DL TV-series
Friends

142,182
Dialogues

CLSTM, CNN, BERT BASE,
DialogueRNN, KET, CANet, Sentic GAT
VAD, Sentic GAT Hourglass, Sentic
GAT Intensity

[30] 2022 Dialogues
emotions

DL TV-series
Friends,
IEMOCAP
DATABASE

56,780
Dialogues

SMIN, SMIN – IIM, SMIN – CIM

[31] 2022 Words’
semantics

DL Twitter 18,744 tweets ATAE-LSTM, RAM, AF-LSTM, CDT,
ASGCN, InterGCN, BiGCN, R-GAT,
RepWalk, DGEDT

[32] 2022 Tweet
classification

ML, DL Twitter 1342 tweets Lasso, LR, SANT, SASS, GCN-Kipf,
ChebNet, Stacking model, MLPs

[33] 2022 Aspect
dependencies

Public reviews 13,348 reviews MemNet, IAN, RAM, GCAE, IARM,
MGAN, AOA, TNet-LF, TransCap,
IACapsNet, TD-GAT, ASGCN-DT,
ASGCN-DG, CDT, DGEDT, R-GAT,
LCFS-ASC, Affective GCN, Sentic GCN,
Sentic GCN-D, LSTM & BERT variants

Current 2022 ML
performance
with TextBlob

ML Twitter 14,640 tweets LR, RF, SVC, DT, ETC, GBC TF, TF-IDF,
LSTM, CNN, CNN-LSTM, GRU
The information of different attributes is provided in Table 2.
he attribute used to determine the sentiment is the original
ext posted on Twitter. This text is preprocessed and extracted
eatures from it are used to train the models for sentiment pre-
iction.

.3. Data preprocessing

Data cleaning is done in full preprocessing to increase the
earning performance of machine learning models. The prepro-
essing is performed using Python natural language toolkit [40].
weets include punctuation, stop-words, and a mixture of small
nd capital letters that may influence models’ learning capacity.
ig. 4 shows the steps followed in the data preprocessing phase.
n the beginning, the punctuation is removed from the tweets,
.g. [], () |,’ #?. Additionally, Twitter allocated ’@user’ to each
4

user is also eliminated during this process. Although punctua-
tion makes a sentence readable, it impairs the models’ ability
to discriminate between punctuation and other characters [41].
Numbers are omitted as they do not have a major effect on
sentiments.

All the text in the tweets is translated to lowercase after
numeric elimination. This step is essential as the interpretation of
the text is case-sensitive. Yang and Zhang [41] concluded that the
probabilistic machine learning models count the occurrence of
each word, for example, ‘good’ and ‘Good’ are assumed to be two
separate words. Stemming is an effective preprocessing method
since eliminating affixes from words and translating them into
their root form improves model performance [42]. Words, for
example, may have several variations in the text with the same
meaning. For example, ‘does’ and ‘doing’ are changed forms of
‘do’. In the current study stemming is carried out using Porter
stemmer algorithms [43]. Lemmatization considers the context of
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Fig. 1. Architecture of the proposed approach.
Fig. 2. Tweets count for each airline company.

Table 2
Information included in our dataset.
Attribute Description

Airline sentiment
confidence

Numeric value indicates the level of confidence
for placing a tweet to one of the three classes.

Negative reason This indicates why a given tweet is considered
negative.

Negative reason
confidence

Confidence level in identifying a negative
tweet.

Airline The name of the airline company.

Retweet count Number of people who reposted (retweet) a
tweet.

Text This is the original posted tweet

Airline sentiment Shows tweets labels which can be positive,
negative, or neutral

the words to extract the root form of words. For this purpose,
complete dictionaries are required to link the words to their
lemma. After that, spell corrections are used to repair wrong
words. Finally, the elimination of stop words is done as stop
words do not have a critical significance for text processing. The
sample text after carrying out each preprocessing step is shown
in Table 3.

3.4. Use of TextBlob

This study investigated the use of the TextBlob to improve
lassification models’ accuracy.
5

Table 3
Sample tweets after data preprocessing steps.
Pre-processing step Example

Original tweet @‘‘VirginAmerica This is such a great deal!
Already thinking about my 2nd trip to
@Australia &amp; I haven’t even gone on
my 1st trip yet! ;p’’

Remove tags and
username

‘‘This is such a great deal! Already thinking
about my 2nd trip to &amp; I haven’t even
gone on my 1st trip yet! ;p’’

Punctuation removal ‘‘This is such a great deal Already thinking
about my 2nd trip to I haven t even gone
on my 1st trip yet p’’

Numerical removal ‘‘This is such a great deal Already thinking
about my nd trip to I haven t even gone on
my st trip yet p’’

Length less than two
words removal

‘‘This is such great deal Already thinking
about my nd trip to haven even gone on
my st trip yet’’

Case normalization ‘‘this is such great deal already thinking
about my nd trip to haven even gone on
my st trip yet’’

Stemming ‘‘this is such great deal alreadi think about
my nd trip to haven even go on my st trip
yet’’

Stop-words removal Great deal nd trip go st trip

3.4.1. Why TextBlob is needed?
Predominantly existing studies use the ‘US airline dataset’

with the original annotation which is performed manually. Pre-
sumably, human experts have been regarded as the best anno-
tators and several important facts have been ignored. Manual
annotations are subjective where the text is analyzed by human
experts to determine its sentiment. However, this subjectivity
varies from one expert to another. Annotations are also affected
by the mental state of the expert. Similarly, the element of bias
and human error cannot be ignored fully. Existing studies focus
on improving the performance of models by optimizing mod-
els and features engineering approaches and the characteris-
tics of datasets are ignored or underexplored. Considering the
above-mentioned issues, this study adopts the use of TextBlob.
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Fig. 3. Each sentiment count in the original dataset for each airline company.
Fig. 4. Data preprocessing steps followed on tweets dataset.

Table 4
Sample tweets with contradictory labels.
Tweets Label

Original TextBlob

flying @virginamerica Negative Neutral

@virginamerica awaiting return phone call
would prefer use online self service option

Negative Neutral

@virginamerica random distribution elevate
avatars bet kitty disproportionate share

Neutral Negative

3.4.2. Preliminary analysis of data annotations
As a preliminary step, this study first analyzes the dataset

abels manually to investigate if any contradictions exist between
he given text and its label. To our surprise, many such examples
re found, a few sample tweets with contradictory labels are
rovided in Table 4
This preliminary analysis is also important to determine the

xistence of contradictions. The majority of existing studies use
6

TextBlob for sentiment analysis only, only a few have used it for
data annotation like [44,45]. Although high accuracy is reported
when using machine learning models on TextBlob annotated data,
an in-depth analysis is missing. Largely, studies do not discuss
why the performance of models is better with TextBlob. However,
the results given in Table 4 indicate the reason that discrepancy
between the text and its label often leads to poor performance of
models with the original labels.

3.4.3. TextBlob
TextBlob is a popular sentiment analysis lexicon-based library

model available in Python that provides simplified text process-
ing [46]. The data scientists prefer using TextBlob since it can be
a faster and more compact library. The simple API (Application
Programming Interface) of TextBlob facilitates many of the com-
mon text processing and NLP tasks, such as language translation,
POS (Parts of Speech) tagging, tokenization, phrase extraction,
classification, sentiment analysis, and more [46,47]. TextBlob al-
lows appropriate sentiment analysis of the text and enables the
translation of tweets from one language to another. It has pre-
trained machine learning models to perform sentiment analysis
which is considered a complex machine learning problem [47].
The default sentiment analyzer of TextBlob performs valuable NLP
tasks to determine the sentiments of a given text [47].

3.5. Feature extraction

Input cannot be directly fed to the machine learning mod-
els in text form. We have to convert input text into numerical
representation before passing it to learning models. For this,
different extraction techniques are available and this study uses
two well-known feature extraction techniques including BoW
and TF-IDF [48,49].
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Table 5
Sample result data of the BoW technique on the preprocessed data.
big delay flight passenger problem

0 1 1 0 0
1 1 0 1 1

Table 6
Sample result of TF-IDF technique on the preprocessed data.
big delay flight passenger problem

0 0.579 0.815 0 0
0.534 0.379 0 0.534 0.534

3.5.1. Bag of words
The BoW is the simplest feature extraction method which

rovides an easy and flexible way to obtain document features. In
his method, the histogram of the words is considered, i.e., every
ord counts as a feature. The frequency of a word is used as
function for the training set. To implement the BoW method,
ountVectorizer from Scikit-learn is used. The CountVectorizer
perates on the frequency of words, which implies that tokens are
ounted, and a limited matrix of tokens is generated [50]. Table 5
hows the BoW features for the preprocessed sample text, ‘flight
elay’, and ‘delay big problem passenger’, respectively.

.5.2. Term frequency-inverse document frequency
TF-IDF is another widely used feature extraction technique

hat converts the text data into numerical representation by
ssigning a weight to each word in the corpus [14]. TF-IDF com-
utes the weight by multiplying the term frequency (TF) of a
erm and inverse document frequency for terms (IDF). TF can be
omputed as:

F = tft,d (1)

where t refers to a unique term and d is the document.
The IDF can be computed as:

IDF = log(
D
Dt

) (2)

here D is the number of documents and Dt is the number of
ocuments containing the term t .

f − idf = tft,d · log(
D
Dt

) (3)

The calcualted TF-IDF for the preprocessed sample data is
hown in Table Table 6.

.6. Supervised machine learning models

This study deploys six machine learning algorithms to solve
he classification problem. A brief description of each algorithm
s provided here for completeness.

.6.1. Decision tree
It is a tree-based model used for regression and classifica-

ion problems. DT predicts the class by learning simple decision
ules [51]. DT uses nodes and leaves by sorting them down
rom the root and adopting the representation of the sum of the
roduct. To create the tree, DT utilizes the tree’s Gini Index, or
G (Information Gain). These algorithms make the choice of the
ost suitable division in DT vital. The optimal split is selected
y maximizing the data gain when training a DT. The following
quation is used to determine IG

ntropy = −

N∑
Probabilityi(class1) + logProbabilityi(class1) (4)
i

7

where N is the number of target classes.
DT finds the entropy for each class which is used to find the

IG using the following

IG =

∑
z

P(z)logP(z) (5)

3.6.2. Random forest
RF combines a number of decision trees under majority voting

criteria for the classification of data [52]. RF builds multiple
decision trees to make a prediction and makes a prediction using
the majority voting criteria. RF is an ensemble architecture and
uses the bagging method to train each DT under its umbrella
making it significant for any type of data. RF can be described
mathematically as

rf = mode{T1, T2, T3, . . . , Tn} (6)

or,

rf = mode{
n∑

i=1

Ti} (7)

where T1, T2, T3, . . . , Tn are the trees in RF and n is the number
of trees.

3.6.3. Extra trees classifier
ETC is an ensemble model that combines multiple decision

trees under majority voting criteria. It works similar to RF as it
trains multiple weak learners to make predictions for a target
class [53]. Prediction by each tree is considered as a vote for
target classes. The target class with more votes is the final class.
The difference between ETC and RF lies in the data selection for
training where ETC uses a sample for each tree training while RF
uses a different random sample for the training of each tree. This
study used the ETC with 300 decision trees that make predictions
under majority voting criteria [54].

3.6.4. Gradient boosting classifier
GBC is an ensemble tree-based classifier like RF and ETC, but

it uses boosting methods to improve the accuracy. GBC reduces
the error rate by using the learning rate concept, which makes
it significant compared to other models. GBC follows an iterative
method of adding the trees (weak learners). After each iteration,
the value of the loss function must be reduced. GBC obtains the
odds in the log of the objective value.

log(odd) = log(
class1
class2

) (8)

where log(odds) is used for classification by converting it into
probability using the following equation

p(class1) =
elog(odds)

1 + elog(odds)
(9)

3.6.5. Logistic regression
It is a statistical model used for classification and can per-

form well when the feature set for the training is large. LR
finds the interdependencies between dependent and independent
entities [13]. It uses the sigmoid function for the separation/
classification of data. Sigmoid function is a S-shaped function
σ : R −→ (0, 1) defined as

g(x) =
L

(10)

1 + e−m(z−zo)
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Table 7
Hyperparameters of machine learning used in our study.
Model Hyperparameter Description

RF

n_estimators = 300 The number of decision trees
random_state = 5 The random state sample was taken these random decisions to be managed
max_depth = 52 The maximum depth between each tree
random_state = 52 The random state uptake and accumulation these random decisions to be managed

ETC
n_estimators = 300 The number of decision trees
random_state = 5 The bootstrapping of the samples used when building trees
max_depth = 52 The number of trees depth

GBC

max_depth = 300 Maximum depth of both the estimated regression estimation techniques
learning_rate = 0.2 Learning rate by backpropagation decreases the contribution of every other tree
n_estimators = 300 The number of steps to improve efficiency. Gradient boosting is reasonably resilient to over-fitting.
random_state = 52 The random seed provided to each node estimator.

DT max_depth = 300 The maximum tree depth.

LR multi_class = ‘multinomial’ Best to solve the multi-class classification problem.
C = 3.0 Inverse of regularization strength

SVC
kernel = ‘linear’ It maps the observations into some feature space.
C = 2.0 The penalty parameter of the error term
random_state = 52 The opposite of the power of regularization; it must have been a positive float
3.6.6. Support vector classifier
SVC is a classification model which can solve both linear and

on-linear problems [55]. SVC generates multiple hyperplanes to
lassify the data with a great margin from data points but the one
ith the best margin will be selected for classification. This study
sed SVC with a linear kernel which can be more effective for text
lassification [13]. SVC prediction can be defined mathematically
s

(zi) = sign(
s∑

j=1

ujvjK (zj, zi) + d) (11)

(v, v′) = exp(
∥ ∥ v − v′

|∥
2

2y2
) (12)

The selected models are optimized by tuning many hyper-
arameters using the GridSearchCV method and a list of the
yperparameters used in this study is provided in Table 7.

. Results

This section discusses the results and findings regarding the
esearch questions.

.1. Of the manual annotation and TextBlob annotation, which one
s better and why?

Wrong annotations may be caused by subjective evaluations
y different experts, influenced mental state, human error, and
ias. Consequently, the performance of machine learning models
ay become poor if trained on incorrectly annotated data. The
robability of incorrect annotations cannot be overlooked due to
uman error and TextBlob is used to analyze the difference in the
atio of positive, negative, and neutral sentiments. Table 8 shows
he sample text from tweets along with the original sentiments
rom the dataset and the sentiment assigned by TextBlob after
he preprocessing. It indicates that the assigned sentiments can
e very different from the original sentiments.
Fig. 5 shows the sentiment ratio for the original annotations

nd TextBlob sentiments. It can be observed that the ratio before
nd after applying the TextBlob is significantly different. It shows
hat the original dataset has a higher number of negative sen-
iments followed by neutral and positive sentiments. However,
he distribution of positive, negative, and neutral sentiments for
extBlob annotated text has a lower difference in the number of
weets. Specifically, the ratio of neutral and positive sentiments
s almost similar. This substantial difference in the distribution
f tweets is further investigated to analyze the impact on the

erformance of machine learning classifiers.

8

Table 8
Sample of tweets dataset.
Tweets Original sentiment Our annotation

‘‘@VirginAmerica plus you’ve
added commercials to the
experience... tacky.’’

Positive Neutral

‘‘@VirginAmerica I didn’t
today... Must mean I need to
take another trip!’’

Neutral Negative

Nice RT @VirginAmerica: Vibe
with the moodlight from
takeoff to touchdown

Neutral Positive

@VirginAmerica you’re the
best!! Whenever I use any
other airline I’m delayed and
Late Flight :(

Negative Positive

Fig. 5. Sentiment count in the original dataset and after applying TextBlob.

4.2. RQ2: To what extent can the TextBlob method improve the
models’ accuracy for sentiment analysis?

The focus of this research question is to examine the per-
formance of the classifiers when performing sentiment analysis
using TextBlob. To investigate this, we apply six supervised ma-
chine learning algorithms. We also want to compare the two
selected feature extraction methods to observe which feature
extraction method performs well compared with the previous
work [13]. We apply the same data splitting approach as the
study [13] to make an accurate and reliable comparison. By
performing this comparison, we will be able to come up with
a conclusion if the TextBlob method can improve the classifier’s
accuracy.
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Table 9
Performance of machine learning with TF-IDF features.
Classifier Accuracy Class Precision Recall F1 score

0 0.81 0.98 0.89
RF 1 0.92 0.84 0.88

0.87 2 0.91 0.71 0.79
Macro Avg. 0.88 0.84 0.85

0 0.86 0.98 0.91
LR 0.90 1 0.94 0.88 0.91

2 0.91 0.78 0.84
Macro Avg. 0.90 0.88 0.89

0 0.66 0.99 0.79
GBC 0.77 1 0.93 0.70 0.80

2 0.90 0.49 0.64
Macro Avg. 0.83 0.73 0.74

0 0.89 0.98 0.93
SVC 0.92 1 0.95 0.90 0.92

2 0.91 0.84 0.87
Macro Avg. 0.92 0.90 0.91

0 0.90 0.98 0.94
DT 0.90 1 0.91 0.86 0.89

2 0.86 0.81 0.83
Macro Avg. 0.89 0.88 0.89

0 0.91 0.98 0.94
ETC 0.92 1 0.94 0.90 0.92

2 0.90 0.84 0.87
Macro Avg. 0.91 0.90 0.91

Table 10
Performance of machine learning with BoW features.
Classifier Accuracy Class Precision Recall F1 score

0 0.85 0.99 0.92
RF 0.90 1 0.93 0.88 0.90

2 0.92 0.76 0.84
Macro Avg. 0.90 0.88 0.88

0 0.88 0.98 0.93
LR 0.91 1 0.95 0.89 0.92

2 0.91 0.81 0.86
Macro Avg. 0.91 0.89 0.90

0 0.89 0.98 0.93
GBC 0.92 1 0.94 0.90 0.92

2 0.92 0.84 0.88
Macro Avg. 0.92 0.90 0.91

0 0.89 0.98 0.94
SVC 0.92 1 0.95 0.89 0.92

2 0.91 0.83 0.87
Macro Avg. 0.92 0.90 0.91

0 0.92 0.98 0.95
DT 0.91 1 0.92 0.88 0.90

2 0.86 0.81 0.83
Macro Avg. 0.90 0.89 0.90

0 0.91 0.98 0.95
ETC 0.92 1 0.94 0.91 0.92

2 0.91 0.85 0.88
Macro Avg. 0.92 0.91 0.92

The accuracy scores of the learning models show that the
erformance of machine learning models has been increased as
ompared to the previous study [13]. Table 9 presents the results
f all models using TF-IDF technique. SVC and ETC both show an
ccuracy of 0.92. Results indicate that when using the TextBlob
ethod with the TF-IDF technique, the DT classifier performs well
nd showed 0.22 better accuracy than the previous work [13],
ollowed by the SVC, ETC with a 0.18 and 0.16 increase in accu-
acy, respectively. Then, RF and LR classifiers show a 0.12 better
erformance while the GBC shows marginal improvements. The
mprovements shown in the performance of classifiers are based
n the number of correct and wrong predictions made by each
lassifier.
9

Table 10 shows the results of the BoW technique which shows
that when using the TextBlob method with the BoW technique,
the DT classifier performs significantly better with a 24% im-
provement compared to the previous study. The accuracy of the
GBC classifier is increased from 0.74 to 0.92. The improvement
indicates a change of 0.18 compared with not using the TextBlob
method. SVC and ETC show a similar improvement with a 0.15
increase in accuracy scores. However, the accuracy of LR is in-
creased from 0.78 to 0.91 indicating an improvement of 0.13 in
the accuracy score.

Comparing both BoW and TF-IDF techniques, improvement
in the classification accuracy is observed as compared to the
previous study [13]. BoW technique presents better results with
the TextBlob method compared to using the TextBlob with the
TF-IDF technique. GBC shows a significant improvement when
using the TextBlob method with the BoW technique where the
accuracy is increased by 0.18. Overall, using the BoW technique
with the TextBlob method can improve the models’ accuracy with
a minimum of 0.13 accuracy score.

The impact of implementing the TextBlob method on the
classifiers’ performance is analyzed using the number of correct
and wrong predictions with the help of the confusion matrix, as
given in Fig. 6. It indicates that SVC and ETC perform equally
well. ETC gives 3330 correct predictions out of 3660 and gives
330 wrong predictions, while SVC gives 3353 correct predictions
out of 3660 and gives 307 wrong predictions. This indicates that
SVC is the best performer compared to the other models when
using TF-IDF with the TextBlob method.

When the BoW technique is used with the TextBlob method,
the accuracy of the three classifiers is found to be 0.92. For
further analysis, the confusion matrix is analyzed, as shown in
Fig. 7. It indicates that GBC, SVC, and ETC classifiers have an
equal highest accuracy score. Therefore, we further investigate
the prediction for each classifier by the number of correct and
wrong predictions. GBC gives 3351 correct predictions out of
3660 and gives 309 wrong predictions, and SVC gives 3349 cor-
rect predictions out of 3660 and gives 311 wrong predictions
while ETC gives 3357 correct predictions out of 3660 and has 303
wrong predictions. Thus, ETC is the best performer compared to
the other models when using BoW with the TextBlob method.

Results indicate that classifiers perform better using the
TextBlob than the previous study [13] which implements the
models on the original labels. A significant improvement is ob-
served in the performance of SVC, ETC, and LR classifiers. Simi-
larly, linear models also perform better with TF-IDF techniques.

RQ:2 Discussion The machine learning model’s performance
epends on the features and if the feature will be more correlated
o the target class then learning will be good and performance
ill be efficient. To make a good correlation between features
nd target class an accurate annotation is required which leads
ach sample to an accurate label. The used dataset was manually
abeled and may the annotator do it based on context such as
f sentence words are somehow positive but the context of the
entence is negative such as ‘‘do you this it’s a very comfortable
r good flight’’. This sentence contains positive words but the
ontext is neutral. This contextual-based manual data annotation
eads to complexity in the learning procedure of models. For
xample, Table 11 shows two samples with the same features but
ifferent labels. In one step model is learning that ‘‘comfortable’’,
‘good’’, ‘‘flight’’, and ‘‘very’’ features belong to the neutral class
nd in the next step is learning that the same ‘‘comfortable’’,
‘good’’, ‘‘flight’’, ‘‘very’’ features are belonging to the positive
lass. So this is a problem and it’s solved by the Textblob because
t didn’t annotate the dataset on the base of context but based on
olarity scores and according to polarity both sentences are posi-
ive. This correction in data annotation improved the performance
f learning models.
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Fig. 6. Confusion matrices of classifiers using TF-IDF technique. (0 for neutral,
1 for positive, & 2 for negative).

Table 11
Data samples for discussion of RQ2.
No. Tweet Label

1 Do you this it’s a very comfortable or good flight Neutral
2 It’s a very comfortable or good flight Positive

4.3. RQ3: How efficient the models are when the sentiment analysis
is performed using the TextBlob with respect to other lexicons?

To measure the efficiency of the lexicon-based technique
extBlob, this study also utilizes VADER (Valence Aware Dictio-
ary for sEntiment Reasoning) and Afinn on the same dataset. The
esults comparison between TextBlob, VADER, and Afinn is given
n Table 12. Depending on the approach followed to assign a sen-
iment to text, the assigned labels are different for each approach
nd so does the performance of machine learning classifiers.
ADER depends on mapping the lexicon features into sentiment
cores or sentiment intensities using a dictionary [56]. AFINN
s the most straightforward lexicon technique with a dictionary
f 3300+ words along with the polarity score. AFINN maps the

polarity score to each word in the text and sums up the score
of each word. While TextBlob assigns the polarity score to each
word between −1 and 1 based on the polarity and subjectivity.
According to the results, TextBlob outperforms VADER and Afinn
with both BoW and TF-IDF features, followed by VADER which
obtains better results than Afinn with BoW and TF-IDF.

Regarding the RQ3, the efficiency indicates the classification
accuracy of models. The performance of the machine learning
10
Fig. 7. Confusion matrices of classifiers using the BoW technique. (0 for neutral,
1 for positive, & 2 for negative).

Table 12
Models’ performance comparison using Afinn, VADER, and Textblob.
Model Afinn VADER Textblob

BoW TD-IDF BoW TF-IDF BoW TF-IDF

RF 0.81 0.81 0.82 0.81 0.90 0.87
LR 0.84 0.83 0.88 0.88 0.91 0.90
GBC 0.84 0.71 0.85 0.74 0.92 0.77
SVC 0.85 0.84 0.88 0.87 0.92 0.92
DT 0.81 0.74 0.84 0.75 0.91 0.90
ETC 0.84 0.84 0.85 0.84 0.92 0.92

models is improved with the new annotation approach as com-
pared to previous studies. The high correlation between the text
and the assigned label leads to increased performance for mod-
els. Previous studies utilize manually labeled datasets that have
problems, as discussed previously. Data annotation using lexi-
con approaches such as VADER and AFINN also show that the
TextBlob is better and shows significantly better results for senti-
ment analysis as it is a more accurate dictionary as compared to
others [57,58].

Fig. 8 shows the feature space using original annotation and
TextBlob annotation where legends 0, 1, and 2 indicate ‘negative’,
‘neutral’, and ‘positive’ classes, respectively. It can be observed in
Fig. 8(a) that the negative class dominates other target classes as
negative class features are overlapping the positive and neutral
class features. This overlapping of features creates complexity for
learning models. On the other hand, Fig. 8(b) shows feature space
using the TextBlob annotation and the overlapping effects are
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Fig. 8. Feature space, (a) Feature space using original annotation, and (b) Feature space using TextBlob annotation.
ery low as each target has its separate feature space which helps
he learning models to obtain a good fit with TextBlob features.

.4. Results of deep learning model

Deep learning models are also implemented in comparison
ith machine learning models. Through the machine learning ap-
roach, we investigate the lexicon approaches and find Textblob
s the best performer. So for deep learning experiments, we
sed only Textblob for dataset annotation and we do not further
nvestigate VADER and AFINN. We deploy state-of-the-art deep
earning models including LSTM, CNN, GRU, and a combination of
NN and LSTM as CNN-LSTM. The architecture of all deep learning
odels is shown in Fig. 9 with a detailed description of layers
nd parameters. We compile all models using categorical cross-
ntropy loss function because of multi-class data and use the
Adam’ optimizer. Models are fitted with a batch size of 32 and
00 epochs.
In addition to CNN, LSTM, GRU, and CNN-LSTM, this study

roposes an ensemble deep learning model where LSTM and
RU are combined to obtain better performance. LSTM and GRU
re ensembled regarding their superior performance for the task
t hand. Both models are stacked and the architecture of the
nsemble model is given in Fig. 10. LSTM-GRU consists of eight
ayers, one embedding layer, three dropout layers, one LSTM
ayer, one GRU layer, and one dense layer. The embedding layer
akes text input features with a vocabulary size of 5000 while its
utput dimension is 200. The output of the embedding layer is
ed to the dropout layer to reduce the complexity in input while
he LSTM layer with 200 units is trained on these features. The
utput from the LSTM layer is then used in the GRU layer which
as 100 units. Each layer in LSTM-GRU is followed by a dropout
ayer with a 0.5 dropout rate. In the end, we use a dense layer
ith 3 neurons because of the prediction for three classes, and
he Softmax activation function is used. We compile the model
ith categorical_crossentropy loss function and Adam optimizer
hile 100 epochs are used for training with a batch size of 128.
The performance of deep learning models is shown in Ta-

le 13 which suggests that LSTM and LSTM-GRU outperform all
eep learning and machine learning models regarding accuracy.
STM and LSTM-GRU achieve the highest 0.97 accuracy score,
ollowed by the GRU with a 0.96 accuracy score. These results
how that the deep learning approach is more suitable compared
o machine learning. Deep learning models perform better on
arge datasets. Secondly, the automatic feature extraction by deep
earning models and finding the complex relationship among the
eatures are superior to machine learning models which leads
o superior performance by deep learning models provided the
11
Table 13
Performance of deep learning models.
Classifier Accuracy Class Precision Recall F1 score

0 0.92 0.93 0.93
LSTM 1 0.99 0.98 0.98

0.97 2 0.94 0.96 0.95
Macro Avg. 0.95 0.96 0.95

0 0.90 0.95 0.92
CNN 0.95 1 0.99 0.98 0.98

2 0.97 0.94 0.95
Macro Avg. 0.95 0.96 0.95

0 0.80 0.82 0.81
CNN-LSTM 0.88 1 0.93 0.92 0.93

2 0.83 0.82 0.83
Macro Avg. 0.85 0.86 0.85

0 0.93 0.94 0.93
GRU 0.96 1 0.99 0.97 0.98

2 0.92 0.95 0.93
Macro Avg. 0.94 0.95 0.95

0 0.94 0.94 0.94
LSTM-GRU 0.97 1 0.99 0.98 0.99

2 0.94 0.97 0.96
Macro Avg. 0.96 0.96 0.96

dataset size is large enough for training. LSTM has a recurrent
structure with memory which can learn better as compared to
traditional machine learning models.

Both LSTM and its ensemble with GRU obtain the same ac-
curacy score of 0.97, however, the performance of LSTM-GRU is
superior with respect to the macro average for precision and F1
score as it achieves a 0.96 score for both precision and F1 score.

Table 14 shows the results of machine learning and deep
learning models for sentiment classification. The proposed model
LSTM-GRU shows the highest performance using the hybrid an-
notation approach with a 0.92 accuracy score. The performance of
models with both BoW and TF-IDF is significant as SVC achieves
a 0.91 accuracy with both features. However, the performance of
the models is not as good as it is using the labels from TextBlob
alone. It is so because using AFINN and VADER annotations,
models show poor performance indicating that both provide in-
appropriate labels. Using their output in the hybrid model also
influences the annotations from the hybrid annotation approach.

4.5. Experiments with additional dataset

For further verification of the ambiguity found in the manually
labeled dataset, additional experiments are conducted. A new
dataset is collected from Twitter which contains 1000 tweets.
The tweets are labeled manually for experiments. The labels are
assigned using three human experts with the following criteria.
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Fig. 9. Deep learning models architectures.
Fig. 10. Architecture of proposed LSTM-GRU model.

• Labels are assigned by individual human experts.
• The final label is assigned if at least two of the experts agree

on the same label.
• Tweet, where three experts have different labels is dis-

carded.

The distribution of the positive, negative, and neutral samples
sing the human experts is shown in Fig. 11(a). For experiments,
he same dataset is annotated using the TextBlob as well to
nalyze the difference in the assigned labels from the human
xperts and TextBlob. The distribution of tweets using TextBlob
nnotation is given in Fig. 11(b). It can be observed that there
s a significant difference, especially in the number of positive
nd negative tweets when human experts and TextBlob are used
or annotation. The reason for this difference is the contextual
abel from a human expert. Table 15 shows two samples from
he collected data and their associated labels from human experts
nd TextBlob. It can be observed that labels are different.
12
Table 14
Results of machine learning and deep learning models using hybrid data
annotation.
Model Feature Accuracy Precision Recall F1 Score

RF

BoW

0.89 0.89 0.89 0.89
LR 0.90 0.90 0.89 0.89
GBC 0.91 0.91 0.91 0.91
SVC 0.91 0.91 0.91 0.91
DT 0.60 0.73 0.57 0.57
ETC 0.90 0.90 0.89 0.89

RF

TF-IDF

0.88 0.89 0.88 0.88
LR 0.88 0.88 0.87 0.87
GBC 0.90 0.90 0.89 0.89
SVC 0.91 0.91 0.91 0.91
DT 0.60 0.73 0.57 0.57
ETC 0.88 0.88 0.88 0.88

CNN

–

0.89 0.89 0.89 0.89
LSTM 0.91 0.91 0.91 0.91
CNN-LSTM 0.76 0.76 0.76 0.76
GRU 0.91 0.91 0.91 0.91
LSTM-GRU 0.92 0.92 0.92 0.92

Table 15
Samples from the collected dataset.
Text Contextual/Manual TextBlob

Its not good and not bad Neutral Negative
Its a good thing? Neutral Positive

Another problem is the subjectivity of the human expert
which may change from one expert to another and even for
one expert if he is to label the same text over different times.
TextBlob, on the other hand, assigns the label based on polarity
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Fig. 11. Distribution of labels, (a) Manual annotation, and (b) TextBlob
nnotation.

Table 16
Models results using manually labeled dataset.
Model Accuracy Precision Recall F1 Score

RF 0.44 0.45 0.42 0.42
LR 0.43 0.43 0.43 0.43
GBC 0.38 0.38 0.38 0.38
SVC 0.43 0.42 0.43 0.42
DT 0.41 0.14 0.33 0.19
ETC 0.45 0.46 0.44 0.44

and has the same label even when the same text is tried at
different times.

Experiments are performed using a human expert-labeled
ataset and TextBlob-labeled dataset separately. Table 16 shows
he results when a manually labeled dataset is used for exper-
ments. Results indicate that a maximum of 0.45 accuracy is
btainable with the ETC model. RF shows a marginally reduced
ccuracy.
Similar to a manually labeled dataset, the TextBlob-labeled

ataset is used with the same models to analyze their perfor-
ance. Experimental results are shown in Table 17. It can be
bserved that the performance of the models is elevated when
rained and tested using the TextBlob-labeled dataset. The best
erformance is obtained using the GBC model which obtains a
.70 accuracy score and similar scores for precision, recall, and F1.
he performance of LR and ETC is marginally lower with a 0.69
core each. Results show better performance of machine learning

odels using TextBlob-labeled dataset. t

13
Table 17
Models results using TextBlob-labeled dataset.
Model Accuracy Precision Recall F1 Score

RF 0.65 0.69 0.68 0.65
LR 0.69 0.70 0.70 0.69
GBC 0.70 0.71 0.70 0.70
SVC 0.65 0.66 0.67 0.66
DT 0.56 0.68 0.61 0.53
ETC 0.69 0.71 0.70 0.69

Table 18
Comparison with previous studies. Results for [13,16,17] are obtained using the
human-annotated dataset.
Ref. Year Approach Accuracy

[13] 2019 ML 79%
[16] 2021 ML, DL, DNN + CNN 87%
[17] 2021 ML, DL 89%

This work 2022 ML (SVC, ETC) 92%
DL (LSTM, LSTM-GRU) 97%

In addition, to analyze the difference between manual anno-
tation and TextBlob annotation, the number of records where the
label is different are counted for the newly collected dataset. Of
the 1000 tweets, 491 records have the same labels from manual
annotation and TextBlob annotation while 509 labels are different
showing a difference of approximately 51% (50.9% to be precise)
in the annotation. Different labels are found for 38 neutral tweets,
304 negative tweets, and 149 positive tweets from the manually
labeled dataset.

4.6. Comparison with previous studies

We also compare the results with several previous studies
that use the same dataset for experiments. Table 18 shows the
performance comparison indicating that results with the current
approach is far better than previous state-of-the-art studies using
both machine learning and deep learning models. The study [16]
used a deep learning approach with the embedding schema,
which requires high computational cost and was still not able
to provide very good results. While the study [17] uses machine
learning models with different features and achieves the high-
est F1 score of 0.89. Existing studies use a manually annotated
dataset while the current study makes use of a TextBlob-based
annotated dataset. An increase in the performance of machine
learning models is observed when used with TextBlob labels. This
study, on the other hand, achieves the highest F1 score of 0.96
using an ensemble of LSTM and GRU while the highest accuracy
is 0.97 by LSTM and LSTM-GRU models.

4.7. Statistical T-test

To show the statistical significance of the proposed approach,
the statistical T-test is performed. The statistical T-test takes two
hypotheses for the output as follows

• Null hypothesis (H0): The proposed approach is statistically
significant compared to previous approaches.

• Alternative Hypothesis (Ha): The proposed approach is not
statistically significant compared to previous approaches.

The T-test results accept the H0 when TextBlob is used com-
ared to the original annotated data indicating that the use of
extBlob has statistical significance for both cases of BoW and TF-
DF. When we perform the T-Test for deep learning and machine
earning models, it accepts the H0 in favor of deep learning
odels which shows that deep learning is statistically significant

han machine learning.
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. Conclusions and future work

The large use of social media platforms to share views and
pinions regarding products, services, events, and personalities
pened new possibilities to use for improving the quality of
roducts and services. For this purpose, predominantly Twitter
ata is used and several annotated datasets are already available.
owever, the probability of wrong labels cannot be overlooked
here the subjectivity of human experts, the influence of the
ental state, human error, and bias can lead to wrong labels. This
tudy analyzes the impact of TextBlob on the performance of ma-
hine learning and deep learning models in comparison to other
tudies that utilize the original labels. Extensive experiments
re performed on the US airline tweets dataset using several
achine learning models with BoW and TF-IDF and deep learning
odels. Linear models perform better using TF-IDF weighted

eatures. Results indicate that machine learning models ETC and
VC outperform other machine learning models with both BoW
nd TF-IDF by achieving a 0.92 accuracy score. The deep learning
odel LSTM and ensemble model LSTM-GRU achieve the highest
.97 accuracy score when used with TextBlob with LSTM-GRU
aving the highest precision and F1 scores of 0.96. The perfor-
ance of both machine learning and deep learning models is
ignificantly improved when trained using TextBlob sentiments.
urthermore, in comparison with other lexicon methods VADER
nd Afinn, TextBlob shows far better results.
We discuss the problem with manual annotation and the sig-

ificance of TextBlob annotation. Despite the good performance
f the models using the TextBlob labels, it cannot replace humans
s the most precise annotation is regarded as the one which
s done by human annotators. Our stance is that with humans,
ias, error-proneness, and subjectivity cannot be ignored. So we
ropose that the TextBlob-annotated labels can be used as as-
istance for human annotators. Instead of annotating the dataset
rom scratch, human annotators can wet the TextBlob-annotated
ataset and modify it as they deem fit. Expanding this study to
nclude more datasets on several airline companies and different
ervices can be done as future work.
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