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Abstract
The advancement in technology made a significant mark with time, which affects every
field of life like medicine, music, office, traveling, and communication. Telephone lines are
used as a communication medium in ancient times. Currently, wireless technology over-
rides telephone wire technology with much broader features. The advertisement agencies
and spammers mostly use SMS as a medium of communication to convey their business
brochures to the typical person. Due to this reason, more than 60% of spam SMS are
received daily. These spam messages cause users’ anger and sometimes scam with inno-
cent users, but it creates large profits for the spammer and advertisement companies. This
study proposed an approach for the classification of spam and ham SMS using supervised
machine learning techniques. The feature extracting techniques such as Term Frequency-
Inverse Document Frequency (TF-IDF) and bag-of-words are used to extract features from
data. The SMS dataset used was imbalanced, and to solve this problem, we used over-
sampling and under-sampling techniques. The support vector classifier, gradient boosting
machine, random forest, Gaussian Naive Bayes, and logistics regression are applied on the
spam and ham SMS dataset to evaluate the performance using accuracy, precision, recall,
and F1 score. The experiment result shows that the random forest classifies spam ham SMS
more accurately with 99% accuracy. The proposed model is trained well to identify the SMS
category in terms of Ham or Spam with TF-IDF features and oversampling technique. The
performance of the proposed approach was also evaluated on the spam email dataset with
significant 99% accuracy.

Keywords SMS · Spam · Supervised machine learning · TF-IDF · Bag of words ·
Classification

1 Introduction

Technology gradually makes improvements in our daily life, and its development tech-
nology is a continuous and ongoing process. As a result, humans depend on technology
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to perform their tasks in every field of life [1], like the medical domain, information
technology, and communication domain [14]. Improvements in technology [13] solved the
problems efficiently as compared to the previous 30 years. The enhancement in technology
helps to facilitate and improve the existing facilities in every field of life. Nowadays, people
are much more reliant on computers, and they would be considered reliable resources for
doing tasks. It also improves the communication field and helps to connect people by using
the phone. In ancient times, telephones are used that are employed as a medium to com-
municate with people over long distances. Meanwhile, more problems in communication
are faced because there are resistance and noise factors over telephone lines [7] that dis-
turb the normal voice. In later times, cellular technology is introduced [21] such as wireless
technology [49] made a significant contribution to minimizing the distance between people.
The Short Message Service (SMS) is one of the prominent features of wireless communica-
tion used as the communication medium between different users such as doctors, engineers,
musicians, students, teachers, bankers, officials, business people, etc. [34]. The usage of
SMS service becomes regularly used so that nearly a person sends 5-10 SMS per day.

As time passes, the advertisement of anything is becoming the key feature to improve the
business. Due to the importance of advertisement, different advertising agencies now use
SMS as a medium of advertisement. This is the fastest way to communicate the business
brochure to a typical person. That is why spammer also uses SMS technology to contact
people, a source of income for the spammer. There are many tools available that prevent
spam SMS, but according to an estimate, a person daily receives the bulk of SMS, and more
than 50% are spam SMS [23]. There would be a system that can identify ham, and spam
SMS accurately [28]. Many researchers propose their approaches to predict spam and ham
SMS, but accuracy is still the point for the researcher to work in this domain.

This study proposed an approach to classify spam and ham SMS using supervised
machine learning algorithms. For this, the SMS dataset is collected from [25]. The dataset
contains both spam and ham SMS. Firstly, this research applies to preprocessing techniques
to clean SMS that include stemming, stop words removal technique, convert to lowercase,
punctuation removal, and numeric removal techniques. Oversampling and under-sampling
are also performed to get more accurate results. Term Frequency-Inverse Document Fre-
quency (TF-IDF) [48] and Bags of Words (BOW) [5] are applied on text data for the feature
extraction. After that, the dataset is split into two sets, 75% of the volume is considered a
training set, and 25% is considered the testing set. The training set was used to train machine
learning models such as support vector classifier, gradient boosting machine, random forest,
Gaussian Naı̈ve Bayes, and logistics regression. Later, the model is tested by applying 25%
test data to trained models. In the end, we evaluate the machine learning models in terms of
accuracy, precision, recall, and F1 score.

The contribution of this research is as follows:

– The classification of spam and ham messages is performed using machine learning.
– To reduce the complexity in feature set and increase models efficiency, we have done

data preprocessing such as punctuation removal, numerical removal, convert to lower
case, stemming, and stop words removal is performed.

– The used dataset was imbalanced, and to solve this problem, we used the data
re-sampling techniques to reduce model over-fitting

– To find the weighted features, we used TF-IDF features in our approach to training the
machine learning models.

– To utilize various machine learning algorithms to provide the highest accuracy, we also
compare our study with existing studies.
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The rest of this research is organized as follows: Section 2 presents some of the related
work that includes the previous work applied to ham and spam SMS for classification.
Section 3 illustrates the material and method such as data collection source, feature extrac-
tion Techniques TF-IDF, Bag of Words, models used for training, and evaluation parameters
are discussed. Section 4 shows the results and discussion of the proposed methodology.
Section 5 represents the conclusion and future work of this research.

2 Related work

Email is the electronic way of communication and is categorized as spam and ham emails.
In email filtering, content-based filtering is most effective [16, 32, 33, 47, 51]. The content-
based filtering approach mainly depends on some machine learning algorithms based on
some features to differentiate between ham and spam using legitimate SMS techniques. The
complete dataset is divided into training and testing set on which machine learning algo-
rithms are applied to already separate ham and spam SMS. The testing dataset is used to
analyze the efficiency of the technique. Machine-based learning approaches have been tried
by researchers in SMS filtering [2, 22]. It is challenging to apply machine-based approaches
for SMS because of the short length of content as compared to email that has a greater
length of information [10]. The statistical learning-based classifier that is trained with lexi-
cal features is explored by [22] for SMS spam filtering. They have tested the feasibility of
applying a Bayesian-based classifier for SMS spam filtering and discussed the state of SMS
spam from various sources. The study [10] also discussed the content-based approach on
SMS spam which consists of blog comments, SMS, and weblogs.

There is a problem that content-based classifier application faces are finding the features
in SMS because of its short length. This work focuses on expanding the features of mobile
spam filters with additional features such as orthogonal mobile word bi-gram [10]. They
were very effective in vector-based machine learning algorithms like SVM and Orthogonal
Sparse Bigrams with (OSBF)-Lua (Orthogonal Sparse Bigrams with confidence Factor).
OSBF-Lua makes a relationship between concatenate words by putting distance between
them; character Bigram like hocky could be broken down into “ho”, “oc”, “ck”, “ky”; char-
acter trigram like hockey could be broken down into “hoc”, “ock” etc. [45] took a slightly
different approach and argued that the content-based approach did not work quite better
on common spam words like “offer”, “sale” etc. that may be present in messages. So, they
choose a feature set containing average message length, function word frequencies, and
count special characters to measure the effect of this information in SMS spam filtering.
The evaluation used in this work is Area Under Curve (AUC) in the ROC curve, specifically
1-AUC(%). Due to the absence of a dataset, it is more difficult to measure the accuracy of
two different works. However, the accuracy is further improved by lowering the 1-AUC(%)
[32] due to the advent of different microblogging websites like Twitter, which can open fur-
ther opportunities for spammers. In [6], authors identify spam by using a confusion matrix
to detect spam in tweets. The proposed model has an accuracy of 87.2% for detection of
spam and 87.6% for spammer detection that is enough to accept.

Lots of researchers have done natural language processing (NLP) applications such as
spam SMS classification, sentiment analysis, toxic comment classification, etc. Such as the
study [12] proposed an approach for automatic detection of toxic text from tweets. They
used TF-IDF and achieved 95.6% accuracy. Another study [38], proposed an ensemble
approach for toxic comment classification. They proposed a regression vector voting clas-
sifier (RVVC) and achieved a 0.97 accuracy score using TF-IDF features. The study [37]
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proposed an approach for sentiment analysis on deepfake tweets. They proposed a stacked
Bi-LSTM model and achieved a 0.92 accuracy score.

The study [50], used the hidden Markov model (HMM) as a based model to propose
a method to perform spam SMS filtering. The proposed HMM model was not language-
sensitive, and the author evaluates the proposed model on two datasets. One of them is the
same dataset that we used in this study, and the second a Chinese SMS data. The study [50]
shows that their proposed model outperforms all other approaches with a 0.959 accuracy
score. The study [36] proposed a convolution neural networks (CNN) model to perform the
spam and ham SMS filtering and achieved the highest 0.977 accuracy score on the UCI
dataset. They also used long short-term memory (LSTM) for spam filtering and achieved
0.953 accuracy using the LSTM. Similarly, another study [19] used LSTM for spam and
ham SMS filtering. They performed a deep comparison between machine learning and deep
learning models on the UCI dataset and found LSTM with the highest accuracy score of
0.985. The study [44] used an ensemble approach for spam SMS filtering on the same
dataset as we used. The approach deploys RF with the chi2 feature selection technique to
achieve the best results. The ensemble approach gives the 97.5% accuracy score for spam
ham filtering.

Concerning all the presented works, our study focus on the performance comparison
of spam filtering using various machine learning algorithms. We solve the data imbalance
problem to avoid the models over-fitting which is not focused on in previous studies.

3 Experimental setup

The SMS dataset is downloaded from Kaggle. The preprocessing is performed to clean
the data. The feature extraction techniques such as TF-IDF and Bag of Words are used for
tokenization. Different machine learning algorithms are used to train the proposed model.
The evaluation parameters such as precision, recall, and f1-score are used to evaluate the
performance of the proposed model.

3.1 Data collection

The quality of the dataset is of great value while performing any experiments in data mining.
The dataset contains the context of SMS and the category of that SMS as ham or spam.
First, choose a dataset [8] that contains SMS’s context with category. The statistics of the
dataset used in this research is given in Table 1 below:

Although the number of SMS of both categories varies in total count for training pur-
poses, an equal number of SMS [42, 43] from both categories is chosen. An equal number
of SMS is chosen to reduce the impact of biased results. Data resampling SMOTE and ran-
dom under-sampling are also used for examining the performance accordingly. Tables 2 and
3 show the description of dataset variables and sample text of SMS.

Table 1 Statistics of Dataset
Sr No. Category Total SMS Under-sampling Over-sampling

1 Ham 4,825 747 4,825

2 Spam 747 747 4,825
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Table 2 Description of dataset
variables Variables Description

Category Category of SMS whether Ham or Spam

Text Contents of SMS

3.2 Data visualization

This section illustrates the statistics of the dataset graphically. Figure 1(a) shows the percent-
age of Ham and Spam SMS found in the complete dataset. Ham SMS is in Bulk as compared
to spam SMS. This would undoubtedly disturb the training of the proposed model. So bal-
anced SMS is chosen from each category so that training of the proposed model would not
be affected, and the proposed model predicts the category of SMS with higher accuracy.
Figure 1(b) shows the selected SMS percentage.

3.3 Methodology

In this research, support vector classifier, gradient boosting machine, random forest, Gaus-
sian Naive Bayes, and logistics regression are applied on keywords extracted from TF-IDF
and BOW individually. The pre-processing is also performed to clean up the context of SMS
from unnecessary material.

3.3.1 Pre-Processing

In this step, pre-processing of data is performed to improve the training model’s learning
process [24]. SMS contains stop words, punctuation, and upper and lower case words that
can affect and reduce the learning of the training model. The processing is applied after col-
lecting the dataset with an equal number of SMS. Firstly, tokens of SMS are made because
SMS is the string of words and is difficult to understand for the model’s training. Each
SMS splits into words so that pre-processing can be applied. At a later stage, stop words
are removed as they have no weight-age. Afterward, stemming is performed because SMS
words are sometimes not complete or characters are not typed. So, Stemming is necessary
to correct the spellings of tokenized words. Furthermore, the numeric values are removed
because digits make no impact in identifying ham or spam SMS and are considered ignored.
Finally, the punctuation is removed, and the proposed model will be well trained. The pre-
processing process that is applied on SMS is shown in Fig. 2. Table 4 shows four SMS taken
as a sample to show pre-processing followed in this study.

Table 3 Sample of dataset
Category SMS Content

I’m gonna be home soon and i don’t want to

Ham talk about this stuff anymore tonight, k? I’ve

cried enough today.

England v Macedonia - dont miss the goals/team

Spam news. Txt ur national team to 87077 eg ENGLAND

to 87077 Try:WALES, SCOTLAND 4txt/Ì 1
4 1.20

POBOXox36504W45WQ 16+
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Fig. 1 SMS Dataset statistics

Fig. 2 Sequence of steps followed in pre-processing of SMS dataset

Table 4 Sample SMS taken for pre-processing

Sr No. Category SMS

1 WINNER!! As a valued network customer you have been

spam selected to receivea å£ 900 prize reward! To claim call

09061701461. Claim code KL341. Valid 12 hours only.

Had your mobile 11 months or more?

2 spam U R entitled to Update to the latest colour mobiles

with camera for Free! Call The Mobile Update Co FREE

on 08002986030

I’m gonna be home soon and i don’t

3 ham want to talk about this stuff anymore tonight,

k? I’ve cried enough today.

I’ve been searching for the right words

4 ham to thank you for this breather. I promise i wont

take your help for granted and will fulfil my promise.

You have been wonderful and a blessing at all times.
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Remove Punctuation: Using punctuation in the text helps the reader to understand the
message that is being conveyed clearly. But these marks have no meaning, so they are not
helpful for model training, and we remove them in preprocessing.

RemoveNumbers: SMS can contain numbers that are not useful in machine learning mod-
els training. We remove these numbers to reduce complexity in the features set. We remove
these numbers using regular expressions.

Convert to Lowercase: This technique is vital to reduce complexity in features set such as
‘Go’, ‘go’, and ‘GO’ are the same in meaning, but each word will be considered a separate
feature because of differences in cases. Convert to lower case technique will reduce com-
plexity converting case to lower cases such as ‘Go’, ‘go’, ‘GO’ will be ‘go’. We deploy this
technique using the python tolower() function.

Stemming: To convert each word into its root form we used the stemming technique. We
used the Porter stemmer technique to perform stemming [37].

Remove Stopwords: Stopwords are the parts of text but have no meaning, so to focus on
the meaningful words during training, we remove stopwords. We remove stopwords using
the natural language toolkit. Table 5, contains the results after preprocessing of sample data.

3.4 Implementation detail

All experiments are deployed on the Corei7 11th generation system with Windows 10
operating system. To implement the approach, we used Jupyter Notebook and python
language.

Figure 3 shows the methodology that is deployed for SMS Spam filtering. First, an SMS
dataset was acquired from the UCI data repository. To clean the dataset, different prepro-
cessing techniques have been used. After data preprocessing, data re-sampling techniques
were used to make the dataset balanced to reduce the over-fitting of models. Dataset splits
for train and test purposes. The 75% dataset of the selected SMS of both categories is chosen
for training the model. The remaining 25% of the selected SMS of both categories are used
for testing purposes to check whether the proposed system is correctly trained or required
results are obtained.

Table 5 Sample SMS after preprocessing

Sr No. Category SMS

1 winner valu network custom select receivea prize

spam reward claim call claim code kl valid hour onli

mobil month u r entitl updat latest colour

2 spam mobil camera free call mobil updat co free

im gon na home soon dont want talk thi

3 ham stuff anymor tonight k ive cri enough today

ive search right word thank thi breather promis

4 ham wont take help grant fulfil promis wonder bless time
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3.4.1 Feature engineering

TF-IDF and bag of words are used as the feature extraction technique discussed as follows:

Term Frequency-Inverse Document Frequency (TF-IDF) TF-IDF is the most common and
famous technique for extraction of features of a given corpus [12, 35, 48]. The following
equation is used for the computation of TF-IDF.

T Fij = nij
∑

k nkj
(1)

Equation (1) describes the calculation TF of terms i in the domain of documents j . IDF
is calculated via.

IDFi = log

[ |D|
|{d : tiεd}|

]

(2)

Where D is the total number of all documents and ti is the term. Once the T Fij and IDFi

are calculated, T F − IDFij is calculated by multiplying T Fij and IDFi and illustrated.

T F − IDF = T Fij ∗ IDFi (3)

BagofWords Bag of words model [5, 29] is a simple representation of information retrieval
and natural language processing. For training the model, the text is taken as a bag of its

Fig. 3 Methodology applied for SMS Spam filtering
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words, not focusing on word order. This model is also used for computer vision. It is com-
monly used in document classification, where the frequency of each word is used as a
keyword for the training of a system.

3.5 Oversampling and undersampling techniques

In this study, we used Oversampling (SMOTE) and Undersampling Techniques such (Ran-
dom Undersampling). Over-sampling is a technique where the number of the minority class
in the majority class ratio is raised. Oversampling increases the sample size, generating
additional features for model training and enhancing the model’s accuracy. The SMOTE
approach employed in this study is the over-sampling of a synthetic minority. SMOTE is a
state-of-the-art method proposed in [9] to tackle the unbalanced datasets over-fitting issue.
SMOTE takes the smaller category randomly and discovers the K-close neighbors of all
smaller classes. The selected samples are assessed utilizing the nearest K neighbor to pro-
duce a new minority class at that particular moment. In view of the findings described in
[11, 17], SMOTE has been employed.

By excluding examples of the major class, undersampling decreases the dataset. In this
research, a random undersampling technique is employed for undersampling. This tech-
nique works by rejecting randomly selected examples of the majority class and deleting
them so that the distribution of target classes can be balanced. To put it simply, undersam-
pling tries to equalize the distribution of classes by removing samples of classes that are in
majority at random. This method of re-sampling is popularly used and was chosen for this
study because it delivers performance [30]

3.5.1 Machine learning algorithms

There is a large number of machine learning algorithms available. For the proposed
approach, support vector classifier, gradient boosting machine, random forest, Gaussian
naive Bayes, and logistics regression applied on the results that are obtained from TF-IDF
and bag of words individually. The first model is trained by using 75% of selected data so
that it is able to predict the SMS category. The hyperparameters setting for each model is
shown in Table 6.

Random Forest (RF) is an ensemble tree-based model consisting of many weak decision
trees [31]. The bagging technique is used in this model to train decision trees using a num-
ber of different bootstrap samples [46]. In Random Forest, subsampling of different training
datasets with replacement is done to obtain a bootstrap sample where the size of the sam-
ple is similar to the size of the training dataset [39]. Bootstrap aggregating is a method

Table 6 Machine Learning
Models Parameters Algorithm Hyper Parameters

RF n estimators=300, random state=5, max depth=300

GBM n estimators=300, max depth=300

LR solver=‘saga’, C=3.0, max iter=100, penalty=‘l2’

SVM kernel=‘linear’, C=2.0, random state=500

GNB default setting
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in which based on bootstrapped samples. Random Forest can be calculated as in Eqs. 1
and 2:

p = mode{T1(y), T2(y), T3(y), ..., Tn(y)} (4)

p = mode{
N∑

i=1

Ti(y)} (5)

Where p is the final prediction calculated by the majority of decision trees. While
T1(y), T2(y), ..., Tm(y) are the number of decision trees taking part in prediction.

Logistic Regression (LR) is a method for examining data where one or more variables are
used to produce output [38]. Logistic regression is used to calculate the probability of class
members. That is why it is considered the best learning model when there is categorical
target data [18]. It works on the relationship between independent and dependent variables.
A logistic function is common “S” shaped as in (6):

f (x) = L

1 + e−m(v−vo)
(6)

Where,

– e is Euler Number.
– vo is the sigmoid midpoint’s x-value.
– L shows the curve’s maximum value.
– m shows the steepness of the curve.

Support Vector Machine (SVM) is widely used in classification and pattern recognition
problems [3, 47]. It works well on high dimensioned data by calculating a hyper-plane
that maximizes the margin between the classes causes minimize the error rate in classifi-
cation problems. Its performance regarding classification is compromised when we apply
it to such data, which is overlapped because this algorithm cannot maximize the margin
between two classes. It is a supervised machine learning model that is used to solve two-
group classification problems. It is more convenient and gives better accuracy in most
circumstances.

Gradient Boosting (GB) can be used for both classification and regression. The purpose of
boosting is actually to increase the capability of any machine or algorithm in such a manner
to catch the weakness of the model and replace it with a strong learner to find out the near
to accurate solutions [27]. The gradient boosting machine does this task by training many
model gradual, additive, and sequential manners.

Gaussian Naı̈ve Bayes (GNB) It is a classifier based on Bayes theorem [20]. The classifier
has some assumptions in implementing its algorithm, like all the features found in the model
are independent. It is used in the classification of objects which have normally distributed
data. Due to these properties, it is also called the Gaussians Naive Bayes classifier. It is
calculated as follows:

P(c|x) = P(c|x)P (c)

P (x)
(7)

P(c|x) = P(x1|x) ∗ ...., P (x1|x) ∗ P(c) (8)

– P(c|x) is the said to be the posterior probability of target class
– P(c) shows the prior probability of class.
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– P(x|c) is the probability of predictor class.
– P(x) shows the prior probability of predictor.

3.5.2 Evaluation parameters

Testing data is applied to check whether it is correctly trained. For testing purposes, a large
number of evaluation parameters are available. Precision, Recall, and F1 score techniques
[40] are applied to the proposed model to check the validity of results.

Accuracy is used to calculate and measure the correctness for target classes. The highest
value of this score is 1, and the lowest value is 0.

Accuracy = T P + T N

T P + T N + FP + FN
(9)

For Binary Classification accuracy calculated as follows:

Accuracy = T P + T N

T P + T N + FP + FN
(10)

Where,

– TP (True Positive): The proposed model predicted ham (SMS is ham), and the real
value is also ham.

– TN (True Negative): The Proposed model predicted spam (SMS is spam), and the real
value is also spam.

– FP (False Positive): The proposed model predicted spam, but the real value is ham.
– FN (False Negative): The proposed model predicted ham, but the real value is spam.

Precision Precision is used to calculate and measure the correctness of classifiers [15, 39].
Precision can be calculated as the number of true positives divided by the sum of the number
of true positives and the number of false negatives.

Recall Recall is used to calculate the completeness of classifier [4, 16]. Recall can be cal-
culated as the number of true positives divided by the sum of the number of true positives
and the number of false negatives.

Recall = T P

T P + FN
(11)

F1-Score F1 score shows the balance between Recall and precision [41]. In another way,
F1-score is the harmonic mean between precision and Recall. Its value ranges from 1 to 0.

F − score = 2 ∗ Precision ∗ Recall

P recision + Recall
(12)

4 Study results

This section provides a discussion about experiments and results of evaluation param-
eters. For feature extraction, the TF-IDF and BOW are applied to data obtained after
pre-processing. Support vector classifier, gradient boosting machine, random forest, Gaus-
sian naı̈ve Bayes, and logistics regression are applied individually on the result obtained
from TF-IDF and bag of words, respectively. The precision, recall, and F1-score are applied
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Fig. 4 Machine learning models results using TF-IDF features

as evaluation parameters to check the accuracy of the proposed model. Figure 4 illustrates
the result of the accuracy of all three testing parameters for TF-IDF.

Figure 4 shows the graph of testing results regarding each technique for TF-IDF. Random
Forest shows the highest accuracy 96%. The lowest testing result is of Gradient Boosting
Classifier that is 92%. Figure 5 shows the result of evaluation parameters on the results
obtained from the BOW model.

Figure 5 shows the testing results regarding each technique for Bag of Words. This figure
has clearly shown that Random Forest achieves the highest accuracy that is 96%. The lowest
testing result is of Gaussian Naive Bayes. Table 7 shows the comparison of results of both
keyword extraction techniques.

Table 7 shows the comparison of testing for TF-IDF and BOW. Overall, Random For-
est shows the highest results in testing, and Gaussian Naive Bayes has shown lower results
in evaluation parameters. Oversampling using SMOTE method is applied. Machine learn-
ing algorithms such as support vector classifier, gradient boosting machine, random forest,
Gaussian naive Bayes, and logistics regression are applied individually on the keywords
obtained from TF-IDF and Bag of Words.

Figure 6 shows the results of precision, recall, and F1-Score against machine learning
algorithms. Support vector classifier shows better results as compared to others. Meanwhile,

Fig. 5 Machine learning models results using BOW features
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Table 7 Comparison of machine learning models results using TF-IDF and BOW features

TF-IDF Bag of Words

Model Precision Recall F1-Score Precision Recall F1-Score

LR 0.95 0.95 0.95 0.96 0.95 0.95

SVM 0.94 0.94 0.94 0.95 0.95 0.95

RF 0.96 0.96 0.96 0.96 0.96 0.96

GB 0.92 0.92 0.92 0.90 0.90 0.90

GNB 0.93 0.93 0.93 0.87 0.84 0.85

the Gaussian naı̈ve bays show lower results among all applied machine learning algorithms.
Figure 7 shows the results of machine learning algorithms applied to the keywords obtained
from Bag of words.

Figure 7 shows the results of precision, recall, and F1-Score against machine learning
algorithms applied on the keywords obtained from the bag of words. Support vector clas-
sifier and Gradient Boosting Classifier show better results as compared to others. On the
other hand, Gaussian naı̈ve bays show lower results among all applied machine learning
algorithms. The comparison of TF-IDF and Bag of Words against each machine learning
algorithm in oversampling is as follows:

Table 8 shows the results of precision, recall, and F1-Score against the machine learning
algorithm for TF-IDF and Bag of Words. The random under-sampling method is applied,
and machine learning algorithms used above are applied individually on the keywords
obtained from TF-IDF and Bag of Words, respectively.

Figure 8 shows the results of precision, recall, and F1-Score against each machine learn-
ing algorithm applied to the keywords obtained from the TF-IDF. Random Forest shows
better results than others, while Gaussian naı̈ve bays shows lower performance among oth-
ers. Afterward, machine learning algorithms are applied to the keywords obtained from Bag
of words are shown as follows:

Figure 9 shows the results of precision, recall, and F1-Score against each machine learn-
ing algorithm applied to the keywords obtained from the bag of words. The comparison of
TF-IDF and Bag of Words against each machine learning algorithm in under-sampling is as

Fig. 6 Machine learning models results using TF-IDF features (Over-sampling)
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Fig. 7 Machine learning models results using BOW features (Over-sampling)

follows: Table 9 Comparison of evaluation parameters of techniques for TF-IDF and Bag of
Words (Under-sampling)

Table 9 shows the results of precision, recall, and F1-Score against machine learning
algorithm for TF-IDF and Bag of Words in under-sampling.

The performance of machine learning models is evaluated by precision, recall, and F1-
Score. TF-IDF shows better results as compared to the bag of words model in feature
extraction techniques. Support Vector Machine, Random Forest shows better results in
different circumstances of solving user classification problems.

4.1 Models performance results on another spam, ham dataset

To validate the performance of our proposed approach, we experiment on another spam
dataset. The dataset contains the 5171 spam and ham emails obtain from [26]. The results on
the Spam emails dataset using all approaches are shown in Table 10. According to the results
of our proposed approach, RF with TF-IDF features and SMOTE oversampling technique
outperform with 0.99 accuracy to all other stat of the art models. The significant perfor-
mance of our proposed approach on another dataset shows the efficiency that this approach
can be good on also other datasets.

Table 8 Comparison of machine learning models results using TF-IDF and BOW features (Over sampling)

TF-IDF Bag of Words

Model Precision Recall F1-Score Precision Recall F1-Score

LR 0.98 0.93 0.95 0.98 0.93 0.95

SVM 0.99 0.96 0.97 0.98 0.94 0.96

RF 0.99 0.94 0.96 0.98 0.93 0.96

GB 0.91 0.95 0.93 0.97 0.94 0.96

GNB 0.75 0.88 0.79 0.76 0.90 0.81
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Fig. 8 Machine learning models results using TF-IDF features (Under-sampling)

Fig. 9 Machine learning models results using BOW features (Under-sampling)

Table 9 Comparison of machine learning models results using TF-IDF and BOW features (Under-sampling)

TF-IDF Bag of Words

Model Precision Recall F1-Score Precision Recall F1-Score

LR 0.96 0.98 0.97 0.79 0.93 0.84

SVM 0.96 0.98 0.97 0.77 0.90 0.81

RF 0.99 0.95 0.97 0.76 0.90 0.80

GB 0.93 0.94 0.94 0.78 0.93 0.83

GNB 0.75 0.88 0.79 0.76 0.90 0.81
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Table 10 Performance results on spam email dataset

Orignial Over-sampling Under-sampling

Model TF-IDF BOW TF-IDF BOW TF-IDF BOW

LR 0.98 0.84 0.98 0.97 0.98 0.95

SVC 0.97 0.95 0.98 0.97 0.97 0.96

RF 0.97 0.97 0.99 0.98 0.97 0.97

GBM 0.95 0.95 0.96 0.96 0.95 0.95

GNB 0.96 0.94 0.94 0.92 0.93 0.87

4.2 Comparison with previous studies on spam filtering

In this section, we compare our proposed approach with previous studies that have used
the same UCI dataset. For the comparison, we have filters latest studies such as study [50],
which used the HMM and achieved a 0.959 accuracy score. The study [36] used the pro-
posed CNN and LSTM models to achieve the highest accuracies 0.977, 0.953 respectively,
on the UCI dataset. In another study [19], LSTM for spam and ham SMS filtering achieved
0.985 accuracy, and in [44], RF with the chi2 feature selection technique to achieve the
best results. The ensemble approach gives the 97.5% accuracy score for spam ham fil-
tering. Our approach provides the highest accuracy with the RF model, TF-IDF features,
and SMOTE oversampling techniques compared to all these studies. The comparison with
previous studies is shown in Table 11.

5 Conclusion and future work

SMS is the most common and widely used communication network now a day. Besides use-
ful SMS, there are bulks of SMS that are spam sent from different companies and persons
for the promotion of some offers. This spam SMS sometimes contains some malicious con-
tent which can be the cause for scams. The main goal of this research is to train the system so
that it could be able to distinguish between ham and spam SMS. In the proposed approach,
support vector classifier, gradient boosting machine, random forest, Gaussian Naive Bayes,
and logistics regression are used with TF-IDF and BOW features. To avoid the models’
over-fitting data re-sampling techniques such as SMOTE and random under-sampling have
been used. Evaluation parameters Precision, Recall, and F1 score techniques are applied
to check the validity of our proposed model. Random forest shows better accuracy of 99%

Table 11 Proposed approach comparison with previous studies

Ref. Year Model Accuracy

[50] 2020 HMM 0.959

[36] 2020 CNN, LSTM 0.977, 0.953

[19] 2021 LSTM 0.985

[44] 2020 RF with Chi2 0.975

This study 2021 RF with TF-IDF & SMOTE for SMS and Email 0.990, 0.990

39868 Multimedia Tools and Applications (2022) 81:39853–39871



on balanced data using TF-IDF features, compared to other machine learning algorithms.
The significant performance of random forest is because of its ensemble architecture, and
oversampling also help the random forest by generating a balanced and large feature set for
training. TF-IDF gives weighted features compared to BOW, which also impacts the ran-
dom forest performance to achieve high accuracy. The proposed approach is helpful because
it can automatically detect SMS categories. So, there is no need for human interaction for
categorical purposes, and the proposed model will automatically detect the SMS category.

This research can be further explored by hybrid machine learning techniques to enhance
the accuracy of results, which will be beneficial in categorizing SMS.
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